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Preface

This report contains the proceedings of the 2nd International Workshop on Confluence (IWC
2013). The workshop was held in Eindhoven on June 28, 2013 as part of the 7th International
Conference on Rewriting, Deduction, and Programming (RDP 2013). The 1st IWC took place
in Nagoya (2012).

Recently there is a renewed interest in confluence research, resulting in new techniques,
tool support as well as new applications. The workshop promotes and stimulates research
and collaboration on confluence and related properties. It encourages the presentation of new
directions, developments, and results as well as surveys and tutorials on existing knowledge in
this area. In addition to original contributions, the workshop solicited short versions of recently
published articles and papers submitted elsewhere.

IWC 2013 received 10 submissions. Each submission was reviewed by 3 program committee
members. After deliberations the program committee decided to accept all submissions, which
are contained in this report. Apart from these contributed talks, the workshop had an invited
talk by Patrick Dehornoy on Three Termination Problems, and jointly with the 1st Workshop
on Infinitary Rewriting (WIR 2013), an invited talk by Jan Willem Klop on Confluence and
Infinity - a kaleidoscopic view. Their abstracts are also included in the report. Moreover, the
2nd Confluence Competition (CoCo 2013) was held during the workshop and the results are
available at http://coco.nue.riec.tohoku.ac.jp/2013/.

Several persons helped to make IWC 2013 a success. We are grateful to the members of the
program committee for their work. Special thanks go to Harald Zankl for organizing CoCo.
Last but not least, we thank Hans Zantema for his indispensable help.

Kanazawa & Utrecht, June 2013 Nao Hirokawa € Vincent van Qostrom
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Three Termination Problems

Patrick Dehornoy

University of Caen

We shall describe three termination problems originating from various areas of algebra.
These are the termination of handle reduction in braid theory, where termination is proved but
with a very coarse complexity bound, the termination of the Polish algorithm in the theory of
self-distributive systems, where termination is not yet proved, and the termination of subword
reversing in semigroup theory, where termination is proved in some cases. In all three situations,
the results known so far rely on the specific properties of the underlying objects, and it would
be highly desirable to know whether general techniques might help.
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Confluence and Infinity - a kaleidoscopic view

Jan Willem Klop

VU University Amsterdam and CWI Amsterdam

In this talk we will attempt to present some highlights in old and new studies concerning
the pivotal notion of confluence in lambda calculus, term rewriting and infinitary rewriting. We
first aim the kaleidoscope on the classics: lambda calculus (Tait-Martin-Lof, Aczel, superdevel-
opments, Parallel Moves Lemma), combinatory logic and other orthogonal systems, deviating
from that ideal setting by looking briefly at non-left-linear rules, such as Surjective Pairing (De
Vrijer), confluence for braids, and confluence by completion (Zantema, van Oostrom)

In a second part, we rotate the kaleidoscope and view some basic confluence methods,
Newman’s Lemma, De Bruijn’s Weak Diamond Property, Van Oostrom’s Decreasing Diagrams.

In a third twist of the kaleidoscope we invoke the setting of infinitary rewriting, for orthog-
onal rewriting, and also for lambda calculus. We briefly show a recent remarkable coinductive
setup of infinitary rewriting, and then return to infinitary confluence, signalling some striking
differences with the finitary rewriting world, with as motto: confluence lost, confluence re-
gained. We describe the Threefold Path to regain confluence, via the semantics of Béhm Trees
and its two variants. Speaking about Bohm trees, we (might) turn to a more refined notion,
clocked Bohm Trees, a recent method to discriminate lambda terms with respect to finitary
convertibility, very suitable for fixed point combinators.

Somewhere in between we (might) show that the eta-rule wreaks havoc in infinitary lambda
calculus. We conclude with the miracle of infinitary confluence for lambda-beta-Omega calculus.
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Disproving Confluence of Term Rewriting
Systems by Interpretation and Ordering
(extended abstract)

Takahito Aoto

RIEC, Tohoku University
2-1-1 Katahira, Aoba-ku, Sendai, 980-8577, Japan
aoto@nue.riec.tohoku.ac.jp

Abstract

We present new criteria for ensuring non-joinability of terms based on interpretation and
ordering, and report on an implementation of confluence disproving procedure based on
some instances of the criteria. The experiment reveals that our methods can be applied to
automatically disprove confluence of some term rewriting systems, on which state-of-the-
art automated confluence provers fail.

1 Introduction

In contrast to many dedicated techniques that have been developed to prove confluence of
term rewriting systems, not many techniques for disproving confluence are known. A typical
approach to disprove confluence of (non-terminating) TRSs is first to construct some candidates
of two terms that can be reduced from a common term, and then to show that these candidates
are not joinable, i.e. they do not have a common reduct. In this scenario, as well as the selection
of the candidates, proving non-joinability of terms is essential. So far, the only serious approach
to prove the non-joinability of terms is to use approximation by tree automata [4, 7].

In this paper, we give new methods for proving that given two terms s,t are not joinable.
The first method consists in giving an interpretation, e.g. a mapping from terms to natural
numbers, that is preserved by the application of usable rules and such that the interpretation
of s is different from that of t. The second method consists in giving an ordering > such
that s > ¢, and usable rules from s only increase or preserve w.r.t. > and the usable rules
from t only decrease or preserve w.r.t. >. These methods are implemented using polynomial
interpretations and recursive path orderings—interpretations and orderings that are widely
used in the literature for termination proving. The experiment reveals that our methods can
be applied to automatically disprove confluence of some term rewriting systems, on which
state-of-the-art automated confluence provers fail to disprove.

2 Preliminaries

We assume familiarity with standard notions and notations on term rewriting (see e.g. [3]).
Below we explain some extra notations used in the paper. The disjoint union of two sets A
and B is denoted by AW B, and that of all A; (i € I) by ), Ai. The set of terms over a set
F of function symbols and the set V of variables is denoted by T(F,V). The set of variables
in a term ¢ is denoted by V(t). We write s < t to denote that s is a subterm of ¢. We write
Unif(s,t) to denote that the terms s and ¢ are unifiable. A rewrite rule | — r is a pair of
terms; we here drop the usual restriction that | ¢ V and V(r) C V(). A rewrite relation is a
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relation on terms that is closed under contexts and substitutions. A strict partial order (partial
order, quasi-order) is a rewrite strict partial order (rewrite partial order, rewrite quasi-order,
respectively) if it is a rewrite relation.

Given a term s, the sets of terms {t € T(F,V) | s = t} and {t € T(F,V) | t > s}
are denoted by [s](=>) and (=3)[s], respectively. Terms s and ¢ are said to be joinable if
[s](5) N [t](=) # 0, and non-joinable otherwise. We write NJ(s,t) to denote that the terms s
and ¢ are non-joinable. In order to disprove that a TRS R is confluent, we construct two terms
s and t such that (=)[s] N (=>)[t] # 0 in some way, and then prove NJ(s,t). From here on, we
concentrate on the problem of proving NJ(s,t), the non-joinability problem.

3 Proving Non-Joinability by Interpretation

In this section, we present several criteria to prove non-joinability of terms based on their
interpretations in F-algebras.

An F-algebra A = (A, (f*);c7) is a pair of a set A and a tuple of functions f4: A" — A
for each m-ary function symbol f € F. The set A is called the carrier set of the F-algebra
A and is denoted by |A|. A valuation on the F-algebra A is a mapping V — A. Suppose an
F-algebra A = (A, (f*)ser) is fixed. Then the interpretation of a term under the valuation o
is denoted by [t],-

The notion of usable rules [2] is well-known in the literature for proving termination of
TRSs. We introduce a notion of usable rules for non-joinability suitable for our setting. For
this, the notion of TCAP [5] is used. For terms ¢, TCAP(t) is defined recursively like this:
TCAP(z) = 2/, TCAP(f(t1,...,tn)) = 2’ if Unif(f(u1,...,up),l) for some | — r € R, and
TCAP(f(t1,...,tn)) = f(u,...,u,) otherwise, where u; = TCAP(t;) (1 < i < arity(f)).
Here, a new fresh variable is taken for 2’ every time it is used. Our notion of usable rules is
obtained from the one for innermost termination [5] by replacing ICAP with TCAP.

Definition 1 (usable rules). The set of usable rules for non-joinability w.r.t. TRS R and a
term s is the smallest set Unj(R,s) C R satisfying two conditions: (i) for any ! — r € R and
non-variable subterm f(u1,...,u,) < s, if Unif(f(TCAP(u1),..., TCAP(uy,)),l) thenl —r €
Unj(R,s); (1) if I = 1" € Uyj(R,8) and I — 1 € Unj(R,7"), then | — 1 € Unj(R, s).

The following is a key lemma for proving our theorem given below.

Lemma 2. Let R be a TRS, 1l — r € R and s,t terms. If s =g o —{ory L thenl — 1 €
Unj(R, s).

Theorem 3. Let s,t be terms and A = (A, (fA)jcr) an F-algebra such that A = ;. A;.
Suppose (i) for any valuation o andl — 1 € Unj(R, s)UUnj(R, 1), if [l]o € A; then [r], € A;, (ii)
forany f € F,a€ A andi,j € I, ifa € A; implies fA(...,a,...) € A;, then fA(...,b,...) €
Aj for any b € A; and (i) [s], € A; and [t], € A; for some valuation p and i # j. Then
NJ(s,t).

The criterion of Theorem 3, in general, is not amenable for automation, and one has to use
more concrete instances of the theorem such as given below.

Corollary 4. Let A be an F-algebra and s,t be terms. Suppose (i) [l], = [r]o for any valuation
o andl — 1 € Unj(R,s) Uln(R,t) and (i) [s], # [t], for some valuation p. Then NJ(s,t).
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Corollary 5. Let s,t be terms and A an F-algebra whose carrier set is a set of integers. Suppose
there exists an integer k > 2 such that (i) for any valuation o and | — r € Uqj(R, s) Ulni(R, 1),
s =[r]s (mod k) and (ii) [s], # [t], (mod k) for some valuation p. Then NJ(s,t).

In following examples, non-confluence is shown using these corollaries.

Example 6. Let R = {(1) : a — h(c),(2) : a = h(f(c)),(3) : h(z) — h(h(z)),(4) : f(z) —
f(g(z))}. Let s = h(c) and t = h(f(c)). Asa € (=)[s] N (=)[t], it suffices to show NJ(s,t) to
disprove the confluence of R. We have Unj(R,s) UUn(R,t) = {(3),(4)}. Take an F-algebra
A = ({0,1}, (fYer) as at = cA =0, fAn) = 1 —n, h4(n) = g4(n) = n. Then for
any valuation o, we have [h(x)], = o(z) = [h(h(z))], and [f(x)], =1 — o(z) = [f(g(z))]s;
thus, [l], = [r]s for each | — r € Unj(R,s) Uly(R,t). Take an arbitrary valuation p. Then
[sl, = [h(c)], =0# 1 =1t], = [h(f(c))],. Therefore, NJ(s,t) by Corollary 4.

Example 7. Let R = {(1) : a — f(c),(2) : a = h(c), (3) : f(z) — h(g(x)), (4) : h(z) — f(g(x))}.
Let s = f(c) and t = h(c). We have Unj(R,s) UUnj(R,t) = {(3),(4)}. Take an F-algebra
A= (N, (fYser) asat = c* =0, g*(n) = n+ 1, fA4n) = n, h4(n) = n+ 1. Then
[F(2)]o — h(g(2))] = o(2)— (0(2)+2) = —2 and [h(z)]o— [F(g(2))]o = (0(2)+1)—(o(2)+1) =
0. Take k = 2. Then [f(x)], = [h(g(z))]s (mod k) and [h(z)], = [f(g(x))], (mod k) for
any valuation o. Furthermore, since we have [s], = [f(c)], = 0 and [t], = [h(c)], = 1,
[sl, # [t], (mod k). Hence, NJ(s,t) by Corollary 5.

4 Proving Non-Joinability by Ordering

In Corollary 5, we considered the case that the carrier set is a set of integers. In such a case,
another obvious choice to obtain a partition of the carrier set is to divide it as A = {n € A |
n<k}w{ne Al|k<n} for some k. We first formulate this idea in a more abstract setting,
using the notion of ordered F-algebra [10].

An ordered F-algebra A= (A, <, (fA>f€}-) is a triple of a set A, a partial order < on it and
a tuple of functions fA : A" — A for each n-ary function symbol f € F. We use < to denote
strict part of <, i.e. < =<\ >. An ordered F-algebra A = (A, <, (fA>f€}-> is said to be weakly
monotone if a < b implies fA(...,a,...) < fA(...,b,...) for any a,b € A and f € F.

Theorem 8. Let A be a weakly monotone ordered F-algebra and s,t be terms. Suppose (i)
s < [rls for any valuation o and any I — r € Un(R, s), (it) [l]o > [r]s for any valuation o
and any I = r € Unj(R,t) and (iii) [s], > [t], for some valuation p. Then NJ(s,t).

We next consider the case that term algebras are taken as F-algebras, and formulate the
theorem in a more general way using the notion of rewrite relation. For this, the following
notion is useful.

Definition 9 (discrimination pair). A pair (Z,>) of two relations 2 and > is said to be
a discrimination pair if (i) 2 is a rewrite relation, (i) = is a strict partial order and (iii)
Zo=C»and =02 C ».

Clearly, for any rewrite quasi-order 2, the pair (2, >\ <) forms a discrimination pair.

Before presenting the next theorem, another notion from termination proving is required.
An argument filtering [2] is a mapping such that «(f) € {[i1,...,ik] | 11 < -+ < i, 1 <
i1,..., 0, <arity(f)}U{i | 1 < i <arity(f)}. Then the application ¢™ of the argument filtering
7 to terms ¢ is given by 2™ =z for x € V, f(t1,...,t,)" = f(F,.. 4] ) i 7(f) = [i1,.. ., i),
fltr, ... tn)™ =tF it w(f) =i. Fora TRS R, weput R™ ={I" - r" |l - r e R}.
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Theorem 10. Let R be a TRS and s,t terms. Suppose there exist a discrimination pair (2, =)
and an argument filtering © such that Unj(R™,s™) C <, Unj(R™,t™) C 2 and s™ = t™. Then
NJ(s,t).

In terms of interpretations, Theorem 10 amounts to take term algebras as F-algebras, while
Theorem 8 allows to take any F-algebra. On the other hand, in terms of discrimination pairs,
Theorem 8 amounts to take a discrimination pair of the form (>, 2>\ <).

~) o~

Example 11. Let R = {(1) : ¢ = f(c,d),(2) : ¢ = h(c,d),(3) : f(z,y) — h(g(y),z),4) :
h(z,y) — f(g(y),z)}. Let s = h(f(c,d),d) and t = f(c,d). Take an argument filtering ™ as
w(g) =1, n(f) = [2] and w(h) = [1]. Then we have Unj(R™,s™) = Unj(R”,t™) = {(3)", (4)"}.
The constraint {h(f(d)) >= f(d),f(y) ~ h(y),h(z) ~ f(z)} is satisfied by a discrimination pair
(Zrpor Zrpo \ Srpo)s Where 2o is the recursive path order based on the precedence f ~ h. Thus
NJ(s,t) by Theorem 10.

5 Implementations and Experiments

Implementations The following instances of presented criteria have been implemented. We
assume below that we check non-joinability of ground terms s, t.

Cor. 5 (k =2,3) Corollary 5 applied for the polynomial interpretation with linear polynomials.
In case k = 2, we check whether [I], — [r], is even for all rewrite rules I — r € Upj(R, s)U
Unj(R,t) and whether [s] — [t] is odd. We encode these constraints in boolean formulas
and check the constraints by an external SAT solver. We deal with integer variables of
the range between 0 and 15. The case k = 3 is similar.

Th. 8 (poly) Theorem 8 applied for polynomial interpretation with linear polynomials. Sim-
ilar to the case Cor. 5 (k = 2,3), we encode the constraints in boolean formulas and
check the constraints by an external SAT solver. Our implementation tries two possible
applications of the Theorem to show NJ(s, ), namely that (1) [s] > [¢], [{]o > [r], for
I =7 €Uj(R,t) and [{]o < [r]s for I — r € Unj(R, s), and (2) [t] > [s], [{]o > [r]s for
l =1 elj(R,s) and [[]o < [r]s for I — r € Uy(R,1).

Th. 10 (rpo) Theorem 10 applied for recursive path order with argument filtering. Similar
to the cases Cor. 5 (k = 2,3) and Th. 8 (poly), we encode the constraints in boolean
formulas and check the constraints by an external SAT solver. We approximate the set
of usable rules Uyj(R™, s™) first by S = Uyj(R, s) before encoding and then U(S™, s™), the
set of usable rules for dependency pairs [2], at the time of encoding (and similarly for

Unj(R™, 7).

Candidates for the non-joinability test are generated from the input TRS R like this: (1)
first compute the one-step unfolding R’ of R [8] and then (2) compute critical pairs of RUR’,
and finally, (3) all critical pairs are sorted w.r.t. term size and at most 100 crucial pairs are
considered for candidates for non-joinability test.

Experiments Experiments have been performed on our implementation and the state-of-the-
art confluence provers ACP [1] (ver. 0.31), CSI [9] (ver. 0.2) and Saigawa [6] (ver. 1.4). Each test
is performed on a PC with one 2.50GHz CPU and 4G memory; the timeout is set to 60 seconds.
We have tested a collection of 23 new examples which includes Examples 6, 7, 11 and their
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Table 1: Summary of experiments

: Cor. 5 Cor.5 Th.8 Th.10

ACP  CSI  Saigawa k=2 (k=3 (poly) (rpo) all
Example 6 X X X v v v v v
Example 7 X X X v v X X v
Example 11 X X X X X X v Ve
23 examples (success) 9 12 3 16 16 14 19 21
23 examples (time in sec.) 2 2107 228 25 293 206 26 84
35 examples (success) 18 21 17 17 16 17 17 16
35 examples (time in sec.) | 71 485 482 318 562 446 106 761

variants, and a collection of 35 examples from the 1st Confluence Competition (CoCo 2012)
that were not proved to be confluent by any of participating provers.

A summary of the experiments is shown in Table 1. The column below all denotes
the result for the combination of the four instances. All provers ACP, CSI and Saigawa fail
on Examples 6, 7 and 11. For the collection of 23 new examples, the following are ob-
served: Cor. 5(k = 2) and Cor. 5(k = 3) succeed at the same examples. Examples
handled by Th. 8 (poly) are also handled by Th. 10 (rpo) and also by Cor. 5. Exam-
ples handled by any of the provers ACP, CSI and Saigawa also are handled by all. For the
collection of 35 examples from CoCo 2012, the following are observed: All instances suc-
ceed on the same examples, except for Cor. 5 (k = 3), in which one timeouts. The num-
bers of examples on which ACP, CSI and Saigawa succeed but all fails are 4, 5, 3, respec-
tively. Finally, the running time is observed like this: Th. 10 (rpo) < Cor. 5 (k = 2) <
Th. 8 (poly) <« Cor. 5 (k = 3). All details of the experiments are available on the webpage:
http://www.nue.riec.tohoku.ac. jp/tools/acp/experiments/iwc13/all.html.
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Automatically Finding Non-confluent Examples
in Term Rewriting

Hans Zantema

University of Technology, Eindhoven, The Netherlands
Radboud University, Nijmegen, The Netherlands
h.zantema@tue.nl

Abstract
Last year we presented a technique based on SAT solving to find counter examples in

finite abstract rewriting fully automatically, in particular satisfying non-confluence. This
note extends this work to term rewriting.

1 Introduction

It is well-known that local confluence does not imply confluence; the simplest example is the
rewriting system on four constants a, b, ¢, d having the four rules a — b,b — a,a — ¢,b — d.

In our earlier paper [7] the main goal was to find such examples fully automatically, that is,
given a combination of properties like termination, confluence and several variants, an example
of a rewriting system is found over finitely many constants satisfying the given properties.
We described our tool Carpa together with its input language for giving such a combination
of properties, that automatically generates such examples via a SAT solver. Indeed the above
example is found automatically by entering the combination of local confluence and the negation
of confluence.

However, Carpa looks for rewriting systems only over constants, that is, for finite abstract
reduction systems (ARSs). For some combinations of properties such a finite ARS does not
exist, while in a richer class of rewriting systems examples are found easily. As a simple example
of this phenomenon assume we are looking for a rewriting system that is terminating, but for
which its inverse is not terminating. In the world of finite ARSs such a rewriting system does
not exist: if the system is terminating then it does not admit a cycle, and then also its inverse
is terminating. But as soon as we allow a unary symbol in our rewriting system the situation
is different: the single rewrite rule f(a) — a is terminating, while its inverse a — f(a) admits
an infinite reduction.

The goal of the current note is to automatically find examples in this richer class of rewriting
systems. For the underlying machinery this is a much harder job: instead of dealing with only
finitely many elements, now we have infinitely many terms, and then describing properties like
termination and confluence in a SAT formula is much harder. To keep it feasible we decided
to restrict to a quite limited class of term rewriting systems (TRSs): we only consider ground
TRSs over constants and a single unary operation symbol. On the one hand this looks quite
restrictive, on the other hand it is rich enough to cover the behavior just sketched: this class
covers the single rewrite rule f(a) — a which is terminating but for which its inverse is not.
We even make a further restriction: in the basic TRSs we are looking for, we only allow rules of
the shape a — b, f(a) — b and a — f(b), where a,b are constants and f is the unary symbol.

Our leading example is finding a TRS which is locally confluent but not confluent, and for
which the inverse is terminating. In the world of finite ARSs this does not have a solution: if
for such a finite ARS the inverse is terminating then the system itself is terminating, and then
by Newman’s Lemma local confluence implies confluence, see e.g. [1, 5]. But our prototype tool
Carpa+ based on the techniques of this note finds the following example satisfying the given
properties fully automatically:
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1 ->2

1 -> £(1)
2 -> £(3)
3 > f(2)

In fact, the above text is the literal output of Carpa+.

Indeed, this TRS is locally confluent as is easily checked by finding the common reduct
f(f(2)) for the only critical pair [2, f(1)]. Its inverse is terminating since this inverse consists
of the single rule 2 — 1 and three rules all removing a symbol f. The TRS has the following
reduction graph:

From this reduction graph we easily see that it is not confluent: 1 rewrites both to 2 in the
left column and to f(2) in the right column, while 2 and f(2) have no common reduct since all
reducts of 2 are in the left column and all reducts of f(2) are in the right column.

For main properties like confluence and local confluence we did not succeed in describing
them exactly, in the sense of creating a formula that is satisfiable if and only if the desired
property holds. For ground TRSs it is known that confluence is decidable, see e.g. [2]. However,
for encoding confluence in satisfiability the corresponding algorithm is not suitable. Instead for
the confluence related properties we deal with approximations. A main problem is to describe
the relation —%: this can typically not be described as a single step with respect to a finite
TRS. For instance, if R contains the rule f(a) — a, then f"(a) —% a for every n. In our
approach we represent a subset —7% by finitely many rewrite rules, and use this to approximate
— 5 in the definition of local confluence. In this way we succeed in describing a property being
slightly stronger than local confluence, and if local confluence is required instead we require
this slightly stronger property, by which the approach remains sound.

For requiring non-confluence we need an approximation in the other direction. Here we
project a TRS to a finite ARS by identifying f*(a) and f"(a) for all k,n that are equal modulo
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m for some given number m, typically m = 2. We prove that confluence is preserved by
projection. So instead of requiring non-confluence it is sound to require non-confluence of the
finite ARS obtained by projection, and then for describing non-confluence of this finite ARS
we exploit the techniques of [7].

For termination we succeed in giving an exact description: for a ground TRS over constants
and a single unary symbol we succeed in finding a formula that is satisfiable if and only if
the TRS is terminating. This formula is not a propositional formula in boolean variables,
but involves real valued variables and linear inequalities among them. So instead of SAT we
now need SMT (satisfiability modulo theories), for the theory consisting of linear inequalities.
Fortunately, current tools like yices easily deal with this kind of SMT, so that is what we use
in our approach.

This note is an extended abstract of the full paper [6]. For the proofs of theorems we refer
to this full paper.

2 Theory

We fix a number n and define A = {1,2,...,n}. We choose the signature ¥ = {f} U A, where
f has arity 1 and all elements of A have arity zero. Let 7 be the set of all ground terms over
¥, that is, the set of terms of the shape fi(a) for i > 0 and a € A.

For i,j > 0 and X C A x A write R;;x for the ground TRS over ¥ consisting of the rules
fi(a) = fI(b) for (a,b) € X.

We define the ground TRS T; over X to consist of all rules of the shape a — b, a — f(b)
and f(a) — b for a,b € A, so T1 = Rypaz U Rg142 U Ryga2. Note that Ty has 3n? rules. Every
subTRS of T; can be written as R(Xoo, Xo1,X10) = Rooxe, U Ro1x,, U Riox,, for three sets
Xoo, Xo1, X10 € A x A,

Similarly, we define the ground TRS T3 to consist of the 6n? rules of the shape a — b,
a — f(b), fla) = b, f(a) = f(b), a — f(f(b)) and f(f(a)) — b, for a,b € A, so Tp =
Rooaz U Rg1a2 U Rigaz U Ry142 U Roog2 U Roga2. SubTRSs of Ts can be written as

R(Xo0, Xo1, X10, X11, X02, X20) = Rooxeo U Roixe: U Riox,0uR11x,, U Ro2xe, U R20x0

for six sets Xoo,Xol,X107X11,X02,X20 g Ax A. Observe that T1 g T2 and R(Xoo,X()tho) =
R(Xo0, Xo1, X10,0,0,0).

For TRSs R = R(X()(),X()l,Xlo,Xll,X()Q,Xgo) and S = R(X607X61’X107X115X(l)2’XéO))
both subTRSs of TQ, we define comp(R, S) = R(%O,}/()17Y1O,Y117}/E)2,Y20) for YQQ, th Ylo,
Y11, Yoo, Yoo defined by

Yoo = Xoo- XéO U Xo1 - X{O U Xoo - XéO
YOl = XOO . X(l)l U X()l . X(/)O U X01 . Xll.l U X02 . X{O
Yio = XQQ-X{OUXlo-X(/)OUXH -X{OUX(H XéO
Yll = XlO'Xél UXOO'X{1UX11'X60UX11'X{1 UXOO'Xé()UXOl'XiOUXOQ'XéO
Yoo = Xo1- X(/Jl U Xoo - X62 U Xoo - X(/)O U Xoo - Xil
Y20 = XlO'X{QUXOO'XQOUXZO'X({)OUXll'Xéo-
Define

inv(R) ={r - ¢|¢{—reR} and rc(R)=RU{a —a|ac A}
Theorem 1. Let R C Ty, Ry =rc(R), Riy1 = comp(R;, R;) fori >0, and

comp(inv(R), R) C comp(R;,inv(R;))

13
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for some i > 0. Then R is locally confluent.

For Theorem 1 the requirement R C T; is essential: R = {a — f(f(b)),a — f(f(c))} is not
locally confluent but comp(inv(R), R) C comp(R;,inv(R;)) holds.

The local confluence criterion of Theorem 1 is sufficient, but not necessary. As an example
consider R = {a — f(b), f(a) = ¢,b — f(¢),c — f(c)} C Ty. This TRS is locally confluent as
the only critical pair [c, f(f(b))] converges via ¢ =3 f3(c) «+ f2(b). However, c — f(f(b)) €
comp(inv(R), R), but ¢ — f(f(b)) is not in comp(R;,inv(R;)) for any 4, since the convergence of
the critical pair requires ¢ — g, f3(c), which is impossible for R; C T5.

We failed to give a full characterization of local confluence and only could give the sufficient
criterion from Theorem 1. Next we show that by using functions from ground terms to real
numbers, we can give a full characterization of termination of any finite ground TRS over
¥ = {f} U A. This characterization is expressed as the existence of a number of real values
satisfying a number of linear inequalities, so it is a feasibility requirement in linear programming,.
Where for local confluence the requirements from Theorem 1 were in propositional satisfiability
(SAT), here we obtain a formula in a richer theory: SMT (satisfiability modulo theories), for
the theory consisting of linear inequalities.

Theorem 2. A ground TRS R over {f} U A for A finite is terminating if and only if a map
W : A — R exists such that W(a) +n > W (b) + k for every f"(a) — f*(b) € R.

Choosing reals rather than integers in Theorem 2 is essential: {a — b, f(b) — a} is
terminating but does not allow an integer valued weight function W satisfying W(a) > W (b)
and W(b) +1 > W(a).

Next we investigate how a TRS can be projected to a finite ARS in such a way that some
properties preserve. In particular, the projection of a confluent TRS is again confluent, so if
the projection is not confluent, we can conclude that neither the original TRS is confluent.

Fix an integer m > 1. For a signature ¥ = {f} U A, where f has arity 1 and all elements of
the finite set A have arity zero, we define a new signature ¥’ = {a; | a € AN0 < i < m}, in
which all elements of ¥’ are constants. For a ground TRS R over ¥ we define the finite ARS
R’ on X' by defining a; — g b; if and only if there exists a rule f"(a) — f¥(b) in R for which
i—j=n—k mod m.

Theorem 3. In the above setting, if R is confluent, then R’ is confluent too.

3 Implementation

In earlier work [7] we developed a tool Carpa reading a list of desired properties in a corre-
sponding input language, looking for finite ARSs. In this input language one can specify the
number of ARSs one is looking for, the number of elements on which these ARSs act, several
constructions to combine ARSs like union, composition, peaks and valleys, and properties like
(local) confluence and termination. When Carpa is executed on such an input then it tries to
construct a corresponding set of finite ARSs satisfying all specified properties, and in case of
success it yields these ARSs as output.

Now we developed a prototype tool Carpa+ that does the same for a simple class of TRSs
rather than finite ARSs, namely the class of subTRSs of 77, exploiting the theory as presented
in this paper. As some constructions are specific for TRSs, like the projection to finite ARSs,
we decided to keep the input language for Carpa+ closely related to that for Carpa, but not
exactly the same. For instance, Carpa+ admits an operation mod2 to project a TRS to a finite
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ARS as described above for m = 2, which is not in Carpa. Conversely, Carpa admits operations
like tc for transitive closure which are not in Carpa+. Just like Carpa, also Carpa+ can be
downloaded in zip format from

http://www.win.tue.nl/"hzantema/carpa.html

including the source code, a Linux executable and several examples. For instance, after extract-
ing the zip file in a directory in a Linux environment, by calling ./carpa+ ex10, the tool is
applied on the leading example of this note, and the output as announced in the introduction
is generated within a fraction of a second. Internally, here for local confluence, termination and
non-confluence the implementation follows the encodings from Theorems 1, 2 and 3, respec-
tively.

4 Conclusion

In earlier work [7] we described how to find finite ARSs fully automatically satisfying a given
list of properties, based upon transforming the requirements to a SAT problem. This work
was inspired and initiated by [3, 4]. In this note we did some first steps to extend this work
to automatically finding TRSs rather than finite ARSs. This turned out to be a hard job:
many questions become much harder when lifting a setting of finitely many elements to a
setting of infinitely many terms. Restricting to a very limited class of term rewriting systems
we developed a prototype tool Carpa+ in which the requirements are entered, a corresponding
formula is composed, the SMT solver yices is called on this formula, and the output is inspected
to obtain the desired result for our leading example. This approach also applies on some variants
and other properties, but we fully realize that as a first step this is more a case study than
a general tool for finding TRSs with a given list of properties. Next steps in this direction
would include both extension to richer classes of TRSs and better approximations of the basic
rewriting properties.
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Abstract
We show that a rewriting system for unfolding terms in the A-calculus with letrec is
confluent. This system is from previous work, where we formulate letrec-unfolding as a
Combinatory Reduction System (CRS). We prove confluence by applying the decreasing
diagrams method to a partitioning of the parallel rewriting relation into relations that are
induced by parallel steps in which a given rule contracts redexes at a given letrec-depth.

In [1] (see also [2])* we study infinite A-terms and present two characterisations of those
A-terms that are expressible in the A-calculus with letrec (Aiec), in the sense that they can
be obtained as the infinite unfoldings of a Ajyec-term. One characterisation is by a structural
analysis of the term: a term is Ajpec-expressible if and only if there it has no infinite ‘binding—
capturing chains’. The other characterisation is via the concept of ‘strong regularity’: a term is
Aetrec-€xpressible if and only if it is strongly regular.

We define a Combinatory Reduction System (CRS) for unfolding Ajeyec-terms. In the paper
confluence of the CRS is important since it guarantees that the unfolding of a term is unique.
We think however, that the proof itself is of independent interest. For simplicity we use in this
extended abstract an informal formulation of Agyec-terms and the unfolding rewriting system
instead. The set of Ajeyrec-terms Ter(MAeyec) is inductively defined by the following grammar:

(term) L == Xzx.L (abstraction)
| LL (application)
| =z (variable)
| letrec BinL (letrec)

(binding group) B == fi=L ... fn=L (equations)

On this set we describe letrec-unfolding in the rewriting system Rg as follows. The names of the
first four rules are chosen to reflect the kind of term that resides directly inside of the in-part of
the letrec-term, which helps to see that the rules are complete in the sense that every term of
the form letrec Bin L is a redex.

(gg) : letrec Bin Lo L1 — (letrec Bin Lg) (letrec Bin Ly)
(03): letrec BinAx.Lyg — Ax.letrec Bin Lg
(glg“ec : letrec By inletrec B1in L. — letrec By, B1in L
(0%°): letrec Bin f; — letrecBinL; (if Bis fi=Ly...f,=Ly)
(omhy: lettecinL - L
(grved : letrec fy=Ly...fn=LpinL — letrecf; =L; ...f; ,=L;,inL
(if fj,,..., f;,, are the recursion variables reachable from L)

‘Reachable’ from L in the last rule refers to recursion variables that either occur in L or on
the right hand side of any equation that is reachable from L. Thus, the condition on the rule
ensures that only superfluous equations are removed from the binding group.

'In [2] (to appear) we consider the simpler case of expressibility in the M-calculus with .
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Theorem. Ry is confluent.

Proof sketch. First all, we cannot use Newman’s Lemma to prove the theorem, since Ry is
not terminating. To show confluence of Ry we use the method of ‘decreasing diagrams’ [4,
Sec. 2.3] [3, Sec. 14.2]. We use it however not to prove confluence of Ry directly, but of the
abstract reduction system A = (Ter(Neyec), {1y, | (d;p) € Nx R}) with R as the set of rules
of Ry where 4>, denotes the parallel rewriting relation on Ter(Aeyec) induced by rule p at
letrec-depth d. As a precedence order we take the order induced by the letrec-depth:

pd20q < d>d

The letrec-depth of a redex in Ajyec-term denotes the number of letrec-nodes passed on the
path from the root of the term tree to the corresponding position. We write —,, to denote the
relation induced by applying rule p contracting a redex at letrec-depth d.

Let us denote the rewriting relation induced by A by — 4:

—a=U{HPp. | (d,p) eNx R}

If -4 is confluent then the rewriting relation —¢ induced by Ry is confluent because it
holds: -y € » 4 € > or equivalently » 4 = > (see also [4, Lemma 2.2.5]).

We use the approach with the parallel steps because the preceding attempt to prove confluence
of Rg-steps by decreasing diagrams more directly was unsuccessful. As a precedent order we
considered an ordering on the rules and lexicographic extensions of such orderings with the
letrec-depth of the contracted redex. We came to the conclusion that no such order could ensure
decreasingness of the elementary diagrams of both the critical pairs as well as the strictly nested
redexes. This was due to redex duplication induced by the diverging steps, so that joining the
diagram required a multi-step that disrupted decreasingness. In order to resolve this problem we
considered parallel steps as above such that the problematic multi-step would become a single
parallel step. This led to more intricate diagrams but turned out to be a viable solution.

We will prove confluence of - 4 by showing that two diverging parallel steps in Rg can be
joined in an elementary diagram of the following form with d < e.

Pd

:0'6
A\

% (1)

oo s
Oe-1 Pd

With the precedence as above the diagram is decreasing. Note that in all the diagrams we
implicitly assume the reflexive closure for all arrows. The rest of the proof is structured as
follows. To justify the diagram we distinguish the cases d = e and d < e, for which we construct
diagrams that are instances of (1).

Case 1. For d = e we need to consider parallel diverging steps contracting redexes at the same
letrec-depth d. We construct the diagram below which is an instance of the diagram above where
the diverging parallel steps are in sequentialised form. We write terms as fillings of a multihole
context C' with all its holes at letrec-depth d such that the contracted py- and o4-redexes are
filled into these holes. In this way we can make explicit at which position a step takes place, i.e.
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at the root of the context hole fillings. The topmost row and the leftmost column are respective
sequentialisations of the parallel diverging ps- and o4-steps into single steps.

Pd Pd Pd .

. Pd . .

C[Ly,...,L,] C[Ly Ly ..., L] —— C[Ly, L}, Ly....L,] C[L;,..., L]
0d od= od= 0d=
Pd v pd M pa pd v

CILS,Ly,...,L,] |- C[L®, Ly,...,L,] "> C[LE, L}, Ly, ..., L,] "> -+ > C[LO,L3,..., L]
0d 0d 0d= od=
Pd M Pd M pd pd M
CILg, LS, Loy ..., L] ~|]> C[Lg,L?,LQ,...,Ln] [|> C’[Lg,L?,LQ,...,Ln] > e >C[L8,L?,Lé,...,L,‘L]

g4 Oq 0q O4=
o] Oq 0d 04d=
Pd v Pd v Pd Pd v

O[LS,...,12] || » C[LS,LS,..., 18] || » C[L&, L2, L3, ..., L2] || --- || » C[LS,..., L]

Only the tiles on the diagonal require closer attention because for all other tiles the vertical
and horizontal steps take place in different holes of the context, therefore they are disjoint and
consequently commute. In the tiles on the diagonal the diverging steps may be either due to
a critical pair or to identical steps. In the latter case the diagram is easily joined. In case of
a critical pair, since all steps take place at the same letrec-depth any such critical pair must
arise from a root overlap. An exhaustive scrutiny of all these critical pairs reveals that they can
be joined in a way that conforms to the tiles on the diagonal. Below two exemplary cases are
shown. Note that the letrec-depths of the steps have to be increased by d according to the lifting
into a context with its hole at letrec-depth d.

letrec Bin L P &, (letrec B in'L)
o (letrec Bin P)
letrec in L P (letrec in L) (letrec in P)
redo :I‘edo
Ilﬂo =nﬂo Y
I (letrec B"in L)
LP LVP letrec B"in L P G > (lotrec B'in P)

Case 2. For d < e we use the same approach as for d = e, the diagram is however more involved.
Again, we use a context C with context holes at letrec-depth d. But since e > d, more than one
oe-contraction may take place in one such hole. Therefore a per-hole partitioning of the vertical
steps requires a sequence of parallel steps.

The diagram below fits the scheme of the elementary diagram (1) when interleaving the
oe-steps with the o._1-steps in the rightmost column such that steps at depth e preceed those at
depth e—1. Similarly for the bottommost row where the p._;-steps have to preceed the o4-steps.
These reorderings are possible since the segments represent contractions within different holes of
C. As in the previous diagram the tiles which do not lie on the diagonal are unproblematic,
which leaves us to complete the proof by constructing the tiles on the diagonal.
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ClLg,.... L] P ClLo Ly L] — L oL LDy L] 25 o P o, L]
=0¢ =0¢ =0¢
O'e:: Y Y Y
=0e-1 =0e-1 =0e-1
e Y pd ’ pd pd N
C[LS,Ly,...,L,] > |l »C[LS, Ly,...,L,] " > C[LY, L}, Ly,...,L,] "> - "> C[L,L3,..., L]
=0, =0¢
Oc¥ Oe= Y v
=0c¢-1 =0e-1
Oeq Pl M Oeq Pl v pa pa v
C[LS,L?,LQ,...,Ln] R C[L(?,L?,LQ,...,LH] e C[L%,L?,LQ,...,Ln] R R C[L?,L?,L;,...,L;]
:0‘6
Oc¥F Oc= Oec= N
Z0e-1
0,
Oct Oe= Oe= )
=0e-1
Oep  Pd M Oeq P v v
C[LY,....,LY] > > C[LY, LY, ..., L] > ||>» C[LY, LY, LS,...,LY] C[LY,..., L8]

Every hole on the diagonal is filled with at most one p4-redex (at the root of the context
hole fillings) but because of d < e with possibly many o.-redexes (properly inside of the fillings).
There may or may not be an overlap between the pg-step and a o.-step, but there can be at
most one, which is due to the rules of Rg.

Therefore o, contracts either an overlap and a number
of nested redexes, or only nested redexes without an
overlap. These constellations are depicted on the
figure on the left. There is one pg-redex and three

----- P oe-redexes. On the left, one of the o.-redexes overlaps
A A A A A with the pg-redex while on the right all o.-redexes
are strictly nested inside the pg-redex.

For the critical pairs due to a non-root overlap, and for all situations with nested redexes,
we construct diagrams of the following shape, respectively:

ro Po

_—

o1 o) O o e e{e,e-1}

a0 Po po
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When lifted into a context of letrec-depth d both of the diagrams comply to the shape
necessary for the diagonal tiles, but we need to be able to handle situations as on the left of the
above figure, where both nested redexes as well as the overlapping redex are contracted. Firstly,
since all o-redexes occur at the same letrec-depth, it must hold that d = 0 and e = 1, which is due
to the rules of Ry. Secondly, none of the involved redex contractions affect any of the nested
redexes except for duplicating or erasing them, which means that the residuals of the o-steps
after these steps are part of a parallel o.-step (mind that we assume the reflexive closure of all
steps). Or in a diagram:

Po
:0’61
Y
01 F
2 =0e, e; €{0,1}
>
g1 ao
> [ B
o] Po

The diagram is composed from the previous two diagrams. A parallel version of (3) constitutes
the top part, while the bottom part is an exact replica of (2). The top part settles the portion
arising from the nested redexes, the bottom part settles the portion arising from the overlapping
redex.

At last in order to fit that diagram into the scheme of the diagonal tiles the steps on the
right have to be reordered such that o.,-steps with e; = 1 preceed o.,-steps with e; = 0. The
reordering is viable because every o.,-step takes place in its own residual of the o;-step from
the left.

We conclude the proof by a comprehensive analysis of all critical pairs that arise from
non-root overlaps in Ry as well as the diagrams for joining nested redexes. Below, one critical
pair is shown for each case. See [1] for an exhaustive scrutinisation.

letrecy

letrec B inletrec C'in L P letrec B C'in L P

]

letrec B in

(letrec C'in L)
(letrec C'in P)

Qg

A\

(letrec Binletrec C'in L)

(letrec Binletrec C'in P) letre)co (letrec B C'in P)

Qg

A

(letrec B C'in L)

. Qo (letrec Bin L
letrec Bin Lo L1, — ( (letrec Bin OL)l)

O¢ =0¢

A
(letrec B" in Ly))

7 U /
letrec B"in Ly L} a.  (letec B'inL})

O
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A generalisation of the proof to obtain a theorem is still very much work in progress. Below
are preliminary propositions that are to capture the essential properties of Ry that made the
above approach possible.

The following lemma requires the rewriting steps to be partitioned in a way such that
diverging parallel steps cannot be ‘intertwined’, permitting the construction of a decreasing
diagram using parallel steps as in the proof above.

Lemma 1. Let A be an ARS (A,{—~4 | a € I}) that is induced by a TRS/CRS/HRS, where
the index set I is equipped with a well-founded partial order. The steps ® of A are equipped
with respective indices from I as well as with the position (pos:® — N) of the contracted redez.
Indexed single steps —, induce indexed parallel steps 4o (for all o € I). If the following
conditions are met, then -5 = U;er =4 1S confluent.

1. There do not exist o, B € I, two a-steps p1, p2, and two B-steps o1, o2 such that it holds:
pos(p1) || pos(pz) A pos(o1) || pos(a2)

pos(pr) < pos(a1) A pos(pa) > pos(2)
Here we use || for incomparable (‘parallel’) positions: p||q<ptqnrqip.

2. A diverging a-step at position p and a parallel S-step with positions qi,...,q, below p
(Vie{l,...,n}:p<q;) can be joined by a diagram of the following form:

a
v<a
A\
5 =B
;<60r<a
>> || > >>
<p a < for<a

Thereby all closing steps need to take place below p, i.e. at positions > p.

A second specialised lemma is to be more concrete and easier to apply. It includes in the
index a notion of depth (cf. letrec-depth), to which the order on the index is linked, such that
condition 1 of Lemma 1 is met. Furthermore we stipulate properties of the rewriting relation,
that allow for an order-respecting context embedding of rewriting steps. This will simplify
condition 2 of Lemma 1 such that the diagram has only to be constructed for critical overlaps
at the root of a term.
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Abstract

Rule labeling is a heuristic, suggested by van Oostrom, for applying decreasing diagrams
to linear TRSs. The heuristic also works for left-linear TRSs under certain relative termi-
nation conditions. In this note we apply the rule labeling heuristic to arbitrary left-linear
TRSs, based on considering parallel reduction relations and parallel critical peaks.

1 Introduction

The decreasing diagrams technique by van Oostrom [6] is a powerful criterion for showing
confluence of abstract rewrite systems. In [7], van Oostrom suggested the rule labeling heuristic
for establishing confluence of linear term rewrite systems. The heuristic consists of labeling each
rewrite step with the used rule. Confluence can be established by showing that all critical pairs
can be joined decreasingly. Rule labeling can also be applied to certain duplicating left-linear
TRSs, by combining it lexicographically with other labelings [7, 3, 9].

In this note we revisit the rule labeling heuristic and show how it can be applied to arbitrary
left-linear TRSs, if parallel reduction and parallel critical pairs are considered.

The paper is organized as follows. Section 2 is devoted to preliminaries. Then, in Section 3,
we present a confluence criterion for left-linear systems based on rule labeling. In Section 4 we
sketch how this idea extends to weak ll-labelings from [9]. Finally, we conclude in Section 5.

2 Preliminaries

We assume that the reader is familiar with standard term rewriting terminology [1, 5].

. . . = * . . .
Given a rewrite relation —, we use — and — to denote its reflexive closure and reflexive,
transitive closure, respectively. The space below the arrows is reserved for labels: — denotes

«
a rewrite step labeled with a. Given a set of labels £ with well-founded precedence >, and a
famil 1 = = . A local k . i
amily (?)aeg, we let — Ua>ﬁ(?) and T“/; U Y—B> ocal peak s ? tis
said to be joined decreasingly if s <— - —» - ¢—— - <— - < t. If all local peaks can be joined
Yo B YapB « Y3
wer (=) is confluent [7].
(0%
We denote parallel rewrite steps by . If we wish to indicate the set of positions involved in a

decreasingly, then — =

parallel rewrite step, we write 4. For a set of positions P and term ¢ we let tlp = {tl, | p € P}.
Parallel critical pairs [2] arise similarly to critical pairs: whereas we obtain a critical pair
l[r']po0 <—x— ro whenever p € Posz(l) and o is a most general unifier of I|, and I’, where
I = r and I’ — 7’ are variants of rules in R with no common variables, a parallel critical pair is
conceived as l[r?],cpo <+x— ro if P C Posg(l) is a set of mutually parallel positions, | — r,

*This research was supported by the Austrian Science Fund (FWF) project P22467-N23.
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[P — rP are variants of rules in R with no common variables, and ¢ is a most general solution
to the set of equations I|,0 = {Po for p € P. If R is finite, then the set of its parallel critical
pairs is finite as well.

€

Proposition 1. Let R be a left-linear TRS and t & s 5 u. Then there are substitutions

P\P’ ’
o + o' and a parallel critical pair t' <+x— v’ such that t = t'c’ (—\H— to d s = o = u,

where P' C P. (Note that left-linearity is essential for the substitutions o and o’ to ezist.)

3 Confluence by Rule Labeling

Throughout this section we assume a given left-linear TRS R, and a set of labels £ equipped
with a well-founded order . Furthermore, let £: R — £ map rewrite rules to labels. The rule
labeling heuristic labels rewrite steps according to the used rule, £(t —;, t') = £(l — 7).

Definition 2. Consider a parallel step ¢ 45 . For each p € P, we have a rewrite step
t — t[t'|,], at position p. The set ' C L is a valid label for ¢ + ¢ if £I(t 4 ¢') C T, where

A 40 ) = {et = tlt'l],) | p € P
This means that a parallel rewrite step is labeled—at least—Dby the set of the labels of the rules
used in the step. We indicate labels along with the step, writing ¢ —141—> t'. Astept —lfi—> t'is
homogeneous if all its labels are the same, i.e., #I' < 1, and heterogeneous otherwise.

Parallel labels are ordered by the (multi-)set extension of >, which we also denote by >.
The interest in homogeneous and heterogeneous steps stems from the following proposition:

Proposition 3. If s —I‘E)—) t is a heterogeneous step, i.e., #I' > 1, then we can split it into a

sequence of individual steps whose labels are smaller than I' w.r.t. .

We are now ready to state and prove the main theorem of this section.

Theorem 4. A left-linear TRS R is confluent if all its parallel critical peaks t <—1£— s ? u with
homogeneous parallel step, i.e., #I' = #A =1 can be joined decreasingly as

Q
b= —— —— v —u
yr A YT'A YI'A r YA

such that Var(v|g) C Var(s|p).

Proof. We show that + is locally decreasing, which implies confluence of R. Let ¢ <—IHD— S —%—) u,

where I'' A C L. If #I" > 1 then we can join ¢t and u by replacmg s 4t by a sequence of
smaller steps using Proposition 3. We obtain a conversion s <— U resulting in a locally

decreasing diagram. The case #A > 1 is handled symmetrlcally If =0 or A=, thent
and u can be joined by the other rewrite step, also resulting in a decreasing diagram.
In the remaining case, #I' = 1 and #A = 1, that is, we have a peak between homogeneous

parallel steps steps. Let « € I' and § € A. Then ¢t <—11413— S —Eﬁ u. It suffices to show that

b= s —— (1)
YI' A" YTA' yTA T vA
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P’ €
! Y 4 /
t u=uo
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r v ! Ig ™ , et e <,
° =T vo r
| |
N ‘. !
° =T vo'
* } *
),
P<] /‘v/ “(QD
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Figure 1: Proof of Theorem 4

We claim that (1) holds whenever P = {e} or @ = {e}. Then for all p € min(PUQ), ¢ +}+1; s % u

induces a peak ¢, <—?— slp —Q£—> ulp, where P = {e} or Q' = {e}. So for each p, we obtain a

joining sequence for ¢|,, and u|, of the shape (1). Since the positions in min(PUQ) are mutually
parallel, these sequences for each p € min(P U Q) can be combined into a single sequence of the
same shape without any difficulties. In particular, the —g—> steps combine into a single —g—) step

and likewise, the <—1H: steps can be combined into a single <—lei— step.
In order to show (1) for P = {e} or @ = {¢}, assume w.l.o.g. that Q = {e}. By Proposition 1,
there are a parallel critical peak t/ i ' — o' and substitutions o, o’ such that o i o’ and

P\P’ P’ . ..
t=to' <_}'i_ t'o - so=s i) u'c = u, where P’ C P. By assumption we can join ¢’ and u’

decreasingly, and consequently there are v, u” and v’ such that

) x * ;K Q. x
Ut —= - —— U ——— v u ——u
YT A YI'A YI'A I YA

with Var(v|g/) C Var(s|ps). Consequently,

’

* * *
t=to — - 4 Vo v’ vo G v o =u
YT YTA r r YA

A" vyrA
Since o(x) = o’(x) for € Var(s|ps) (otherwise s + t would not be a parallel step), and

because Var(v|g/) € Var(s|p), the two parallel steps in the leftward sequence can be combined
into a single one. Thus we can join ¢ and u decreasingly with common reduct v'o’, completing
the proof. See also Figure 1. O

To conclude the section we demonstrate Theorem 4 on two examples.

Ezxample 1. Consider the TRS R consisting of the following five rules with labels 2 >~ 1 > 0:

aT)b b?a f(a,a) - e f(b,b) 5 c h(zx) ?h(f(x,x))
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There are six parallel critical pairs that can all be joined decreasingly as required by Theorem 4:

f({a, b}, {a,b}) <_{'H f(a,a) W c: f({a, b}, {a,b}) ?g}—> f(a,a) W c
f({a,b},{a,b}) NSy f(b,b) o ¢ f({a,b},{a, b}) o f(a,a) o C

Therefore, R is confluent.

Ezample 2. Let O be the TRS consisting of the rules (confluence of O was shown in [4])

x—O?x O—x?O s(:b)—s(y)?x—y if(true,x,y)?m
0 < s(x) - true <0 e false  s(z) <s(y) 2T<y if (false, z, y) Y
mod(z, 0) 7 mod(0, x) e 0 mod(x,s(y)) - if(x < s(y),x, mod(x—s(y),s(y)))
ged(z,0) = x ged(0,z) = x ged(z,y) — ged(y, mod(x, y))

0 0 1

There are 12 critical pairs, of which 6 are trivial, and the remaining 6 come in 3 symmetrical
pairs. They can all be joined decreasingly, using the precedence 1 > 0:

if(0 < s(y),0,mod(0 —s(y),s «—#— mod(0,s —0: ...—if(true,0,...) — 0
( (y) ( (y),s(v))) o0 (0,s(y)) ) © ( ) 0
cd(0, mod(z,0)) +#+— gcd(z,0) — z: ... — gcd(z,0) —
ged( (2,0)) o ged(z,0) © © ged(z, 0) 0
cd(z, mod(0, x)) <+ gcd(0,2) — z: ... —> gcd(0,2) —
ged( (0,2)) o ged(0, @) © © ged(0, ) o

There are no inner critical pairs, so this accounts for all parallel critical pairs, and we can
conclude that O is confluent by Theorem 4.

4 Generalized Labelings

We implemented rule-labeling for left-linear TRSs in the confluence tool CSI [8]. However, the
implementation does not use Theorem 4. Instead, we use the framework of labelings from [9],
in particular weak 1l-labelings, which we recall below. Let £ be a set of labels equipped with a
well-founded order =, and a quasi-order > on £ that is compatible with =, i.e., = > ->= C .1

Definition 5. A labeling is a function ¢ mapping rewrite steps to labels such that comparing
labels is closed under contexts and substitutions, that is, for all contexts C[-], substitutions o
and rewrite steps s — t, s’ — t/, we have

(C[sa] — Clto]) = U(C[s'a] = C[t'a]) if l(s—t) =Ll =)
{(Clsa] — Clta]) = £(C[s'a] = C[t'a]) if l(s—t) =L =)
A labeling is a weak ll-labeling if for all s 25 t and s 2, ¢/ with p || ¢’ (parallel overlap), we have
b(s = 1) = Lt = [t]p]p) (2)
and whenever s 5, t, s 2% t' with p € Posy(I) (variable overlap), if I, = 7|,/, we have?

(s = 1) =t — t[t'|]p) (3)

1 Another common definition is - - >= C >, in which case =’ = > - >~ satisfies > - >/ - > C >,
2Condition (3) is stronger than the left-linear variable overlap condition in [9], where the parallel step of the
joining valley is a rewrite sequence, but the weak ll-labelings presented there satisfy our new condition as well.
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Given a weak ll-labeling ¢, we can define ¢l as before in Definition 2. However, it appears
that we cannot use the multiset extension of (>, >) for comparing labels. Instead, we use the
Hoare order on sets,?

'-A <= T#ogAYV8eATacTl(a>0) and T A <= Ve AJaeTl (axp)
The implementation is based on the following theorem.

Theorem 6. A left-linear TRS R is confluent if all its parallel critical peaks t <—f+£— s Z) u can be

joined decreasingly (with respect to some ll-labeling) as t %) - = L DL S
Y

A7 yTA yrA T vA
such that Var(v|g) C Var(s|p) and A = A, T = T".

The proof of Theorem 6 is similar to that of Theorem 4, but note that we have to consider
all parallel critical pairs now; there is no analogue of Proposition 3. In order to find suitable
labelings, we use the techniques of [9] on joining sequences for critical pairs, and finally check
whether the resulting labeling allows joining parallel critical pairs decreasingly as well.

5 Conclusion

We have demonstrated a rule labeling technique based on parallel reductions and parallel critical
pairs that works for general left-linear term rewrite systems. A variant of the approach is
implemented in CSI, which found the proofs for Examples 1,2. As future work we plan to flesh
out the generalization from Section 4, explore the different orders on sets. There is also room
for better heuristics for finding suitable 1l-labelings. We would also like to investigate whether
the variable condition Var(v|g) C Var(s|p) in Theorems 4, 6 can be relaxed.

It would also be interesting to devise a conversion version of Theorem 6. This should be
straightforward in the pure rule labeling setting (Theorem 4), but it is unclear whether the
generalization to weak ll-labelings would work out.
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Abstract

We present a generalisation of a commutation criterion by Rosen (1973), the develop-
ment closedness theorem by van Oostrom (1994), and a confluence criterion by Hirokawa
and Middeldorp (2011).

1 Introduction

This note is about sufficient conditions for the commutation of two left-linear TRSs R and S.
Commutation means that the inclusion

R LY
R S s R

holds. When R = §, commutation amounts to confluence. Furthermore, commutation is a
sufficient condition for the confluence of the union of two confluent TRSs. It is well-known that
R and & commute when there are no critical pairs between the rules of R and the rules of S.
Toyama [6] generalized this result of Rosen [4] (and Raoult and Vuillemin [3, Proposition 10])
by admitting critical pairs between R and S but restricting the way in which they are joined.
More precisely, Toyama showed that R and S commute if the following two conditions are
satisfied:

>
—x— C 4 and EEx— C 4
RS s R s R R

As observed in [7, Corollaries 24 and 28] and [1, Proposition 7], Toyama’s result is further
generalized by adopting multi-steps:

>
—x— C —e 4 and ZEx— C —e
RS s R s R R

We present a generalisation of these results by incorporating the confluence result based on
relative termination [2].

2 Preliminaries

We assume familiarity with the conversion version of the decreasing diagrams technique for
proving commutation, due to van Oostrom [8, Theorem 3]. Familiarity with proof terms wit-
nessing multi-steps ([5, Chapter 8], [2]) is also helpful. Below we recall some basic definitions
and recast a measure used in [7] as a measure on co-initial proof terms.

Let R be a TRS over a signature F. For each rule £ — r € R we introduce a fresh rule
symbol £ — r whose arity is given by the number of variables in £. Proof terms are terms over
functions in F and rule symbols. We write C for the smallest rewrite preorder on proof terms
such that £ C £ — r(xy,...,x,) for all rules £ — r € R with var(¢) = (1, ...,2,). Here var({)
denotes a sequence consisting of all variables in Var(¢) in some fixed order. Given co-initial

*Supported by the JSPS KAKENHI Grant Number 25730004 and the Austrian Science Fund (FWF) P22467.

N. Hirokawa & V. van Oostrom (eds.); 2nd International Workshop on Confluence, pp. 29-33 29



Commutation via Relative Termination Hirokawa and Middeldorp

proof terms A and B, the (partial) residual operation is the proof term A\ B defined by the
following clauses (here (Aq,..., A,), stands for the substitution {z; — A; | 1 <7 < n}):
z\z==x
f(Ar, ..., AN\ f(B1,...,Bn) = f(A1\ B1,..., Ax\ By)
{— T(Al,...,An)\g—) ’I”(Bl,...,Bn> :T<A1\Bl,...,An\Bn>g
M(Alv .. 7An)\‘€<Bla .. '7Bn>f ZM(AI \Blv" aAn\Bn)
£<A17 e ;An>€ \M(Bla R BTI) == T<Al \Bl7 ceey An \ Bn>€
When we use A\ B below, it is guaranteed to be defined. (If A C B then A\ B is a proof term
without rule symbols.) A redez is a proof term that contains exactly one rule symbol. For a
redex A we write A € A if A T A. Given a proof term A and a redex A € A, we find it
convenient to write A — A for the proof term that is obtained from A by replacing the subterm
occurrence £ — (A, ..., A,) corresponding to A by £(Aq,..., Ap)e.
For redexes A1, Ay € A we write Ay > As if the rule symbol of A; appears at or below
that of Ay in A. The set A(A) of positions is inductively defined on A as follows:
A(z) =g
A(f(A1,...,Ap)) ={ig|l1<i<nandqec a(A)}
Al =7r(Ay,...,An)) =Posr(£) U{pq | p € Posg,,3(f) and q € A(4;)}
where z € V, f € F, and var({) = (x1,...,%,). So A(A) consists of all function positions of the
redex patterns contracted in the multi-step of A. We write A(A, B) for A(A) N A(B). The set

A(A, B) is used below as a measure for the amount of overlap between the proof terms A and
B. A pair (A1, Ag) of co-initial redexes is an overlap if A(A1,Ag) # .

Lemma 2.1. Let A and B be proof terms of left-linear TRSs R and S respectively. If A(A, B) #

& then there exist a trivial or critical peak t % s % u, a context C, and a substitution o
A B\A A\B
such that C[A10] € A and C[Aqgo] € B. If A(A,B) = & then o —]‘e‘j—> C —‘%—> : <—7%— O

3 Commutation by Relative Termination

Let R and S be TRSs. The set of critical peak steps of S for R is defined as follows:
CPSR(S) ={s = u |t g s —s u is a critical peak}

Lemma 3.1. Let R and S be left-linear TRSs. If t r+e— s o5 u thent —e—g - r¢e— u or

L RO~ CPS5(R)$ S —CPSR(S) * —©7S U. O

Theorem 3.2. Left-linear locally commuting TRSs R and & commute if CPSs(R) U CPS%(S)

is relatively terminating over RUS.

Proof. We use decreasing diagrams with the predecessor labeling. To this end we define t -e=x
u if and only if s =% 5 t ==+ u. The labeled relation —e—+5 ; is defined similarly. We write >
to denote %&PSR(S)UCPSS(R))/(RUS)' By the relative termination condition, > is a well-founded
order. We show that ({—e—g s}se7,{—o>ss}ser) is decreasing with respect to >. Suppose
t R,s 6= 8§ 5.5, u. By Lemma 3.1 and local commutation there are terms v and w such that
(a) or (b) of Figure 1 holds. Note that s; > v, w holds in case (b) because s; =5 g § > v, w.
Therefore, in both cases decreasingness is established. Hence R and & commute. O

Theorem 3.2 subsumes Rosen’s commutativity criterion [4], as mutual orthogonality implies
CPSs(R) UCPSR(S) = @ as well as local commutation.
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Figure 1: Decreasingness of (—e»g, —e—s).

4 Incorporating Development Closedness

We extend the last theorem in order to subsume the development closedness theorem of van
Oostrom [7]. Let ¢ =& s L5 u be a critical peak. By definition p or ¢ must be the root
position. We say that the peak is (R,S)-closed if t gr<eo— u whenever p = ¢ and t —e>s u
whenever ¢ = €. The set of all non-closed critical peak steps of S for R is defined as follows:

CPS%(S) = {s = u |t R+ s —s u is a critical peak which is not (R, S)-closed}

Lemma 4.1. Let R and S be left-linear TRSs. If t r+o— s o5 u then (a) t o> - Réo— u
or (b) t e - CPSL(R) ¢ s’ —CPs () T —os U and s <R s s' for some s'.

Lemma 4.1 is a proper generalization of [2, Lemma 4]. In order to prove the lemma we
introduce some more notions. Whenever A(A, B) is non-empty, there exists an innermost
overlap. An overlap (A1,As) in A x B is called innermost if there are no other overlaps
(A7, AL) in A x B such that A} > Ay and A} > Ay. We say that (Aq,Ag) is (R, S)-closed if
the corresponding critical peak is (R,S)-closed. The following is the key lemma. In order to
pave the way for formalisation of advanced confluence and commutation results, we formalise
the proof technique introduced in [7] using proof terms.

Lemma 4.2. Suppose (A1,As) is an innermost overlap in A X B with A1 = Aq. If (A1, Ag) is
(R,S)-closed then A(A, B) 2 A(A\ A1, C) for some proof term C that is co-initial with A\ A;.

. AN\ Ay Ay A, B\ Az
Proof. Write t <—792— t1 <—7? s —E—> Uy —§—> u and let

A Al
t/l LI 32 u/l
R

be the corresponding critical peak. Since s B> s, there exist a context C and a substitution o
such that s = C[s'g], t1 = C[t}o], u1 = Clujo], Ay = C[A]0o], and Ay = C[ALo]. We have
t] —e—»x uj because the critical peak is (R,S)-closed. Let D’ be the proof term witnessing this
multi-step and define D = C[D’g]. Clearly, D is a witness of t; —e»g u;. We will compose
D and B\ A, into a single proof term C': t; o> u. Let B’ = B — Ay. Since (A1, Ay) is an
innermost overlap with Ay > Ay, A(B’;A;) = @. Hence B'\ A; is well-defined. If we show
that A(B'\ A1, D) = @& then we can define C as (B’ \ A;)UD. We have A(D’) C Posx(t}) and
thus A(D) C {qp | p € Posx(t})} where g is the position of the hole in C. In words, D affects
only the t} part of C[tjc]. Let A € B’ be an arbitrary redex. We show that A(A\ Ay, D) = @.
We split B’ into two parts: B’ = By U By with

Bi=B - B, By=| |[{A|A€ B and A> Ay}

Depending on the position of A, we distinguish two cases:
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(a) If A € B; then A does not overlap A;. So A(A\ Ay) consists entirely of positions in C
and thus A(A\ A;,D) =@.

(b) Otherwise, A € By. Since (Aj,Az) is an innermost overlap, A(A,A;) = @. Because
A # Ay we also have A(A,Ag) = @. The crucial observation is that no redex in A\ Aq
overlaps with D. This follows because for the originating term s’ of the critical peak we
have Posx(s’) = A(A]) U A(A}), due to the fact that the involved rules are left-linear.
Hence all redexes in A\ A; appear in the substitution part o of C[t]o].

We conclude that A(B’\ Ay, D) = &. It remains to show that A(A4,B) D A(A\A;,C). We
have A(B; \ A1) = A(B;) and hence A(C) = A(B1) U A(Bz\ A1) U A(D). Because (A, Ag) is
an innermost overlap, A(A, By) = @ and therefore

A(A;B)=aA(A,A))UA(A, By)

and A(A\ Ay, B3\ A1) = &. Because all redexes in By occur above Ay, they do not overlap
with Ay and thus A(A\ A1, B\A;) = A(A\ A1, B1\ A1) = A(A, By). We obtain

A(A\A1,C) = A(A\A1,B'"\A1)UA(A\ A4, D)
= A(A7B1) U A(A\Al,D)
and so it remains to show that A(A4,As) 2 A(A\ Ay, D). We split A into three parts: A =

A1|_|A1|_|A2 with A1 = A—Al —AQ and Ag = U{A | AEAaHdA>A1}. We have
A(A,AQ) = A(Al,AQ) U A(AhAg) and

A(A\A,, D)= A(A;\ Ay, D) UA(A;\ A, D) U A(4A2\ Ay, D)

The second component is clearly empty but also the third component reduces to the empty
set, by repeating the reasoning in case (b) above. The first component equals A(A;, D) since
redexes in A; occur above Aj. So A(A\ A1,D) = A(A1,D). Since A(A1,Ay) # @, it suffices
to show the inclusion A(A;, D) C A(Aj, Ag), which follows from the observation that overlaps
between A; and D are restricted to positions in A(Az) — A(Ay). O

We are ready to show the aforementioned lemma.

Proof of Lemma 4.1. By induction on the finite set A(A, B) with respect to the well-founded
order 2. Let
A B
t<e— s o> u
R s
If A(A, B) is empty then (a) holds by the second part of Lemma 2.1. Otherwise, there is an

overlap in A x B. We distinguish two cases.

e If a non-closed overlap (A, As) exists in A x B, (b) holds because

A\A1 Ay A, B\A2
t—o— ¢—s— - —o—u
R R S S

and the two inner steps correspond to applications of rules from CPS5(R) and CPS% (S).

e In the other case all overlaps are closed. Let (A, Ay) be an innermost overlap. Without
loss of generality we assume Ay > As. According to Lemma 4.2 there exists some proof
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term C such that A(A, B) D A(A\ Ay, C). Let s’ be the term such that s 2% s'. (In the
proof of Lemma 4.2 s’ was called t;.) Because
A\AL , C
t<—e—s o u
R s

the induction hypothesis applies. O

Theorem 4.3. Left-linear locally commuting TRSs R and S commute if CPS's(R) U CPS%(S)
is relatively terminating over R US.

Proof. Use Lemma 4.1 to replace Figure 1(b) by the following diagram:

O

Due to lack of space, we omit the extension that weakens the joinability requirement for

overlays, but note that the result of Theorem 4.3 remains true if we strengthen the notion of
(R,S)-closedness by allowing ¢ —e—% - 1 ¢e— u when p = e. Future work includes the extension
to critical valleys [9] as well as automation. Experimental data on the confluence problem
database Cops' for the presented theorems will be reported at the workshop.
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Abstract

Unravelings are a class of transformations of conditional term rewriting systems into
unconditional systems. Such transformations have been used to analyze and simulate
conditional rewrite steps by unconditional rewrite steps for properties like (operational)
termination. In this paper, we show how to prove confluence of conditional term rewriting
systems via unravelings.

1 Introduction and Overview

Conditional term rewriting systems (CTRSs) are term rewriting systems in which rules may
be constrained by equations over terms. Such systems arise naturally in many settings like
functional programming and they have been used in applications like program inversion [8].

Yet, CTRSs are more difficult to analyze and many criteria that hold for unconditional TRSs
do not hold for CTRSs. Therefore, several transformations have been defined that eliminate
conditions in CTRSs [6, 14, 1, 12].

There are some results on confluence of CTRSs like [2, 13], yet there are no results known
to us that use transformations to prove confluence of CTRSs.

The main difficulty in using transformations to prove confluence is that the transformed
TRS may give rise to derivations that are not possible in the original CTRS. Another difficulty
is that in order to encode conditions, the signature of the transformed system is different from
the signature of the original CTRS. This might lead to derivations in which terms occur that
are not defined in the original system.

In this paper, we show how to prove confluence of CTRSs via unravelings, the simplest
class of transformations of CTRSs into TRSs. We focus on so-called oriented, deterministic
3-CTRSs, a class of CTRSs in which extra variables are allowed to a certain extent. We will
use common notions and notations, like they are used in e.g. [10].

2 Unravelings

Unravelings are a class of transformations of CTRSs into unconditional TRSs that have been
introduced in [6]. They have been the subject of interest in several publications [8, 4, 9, 5].

In an unraveling, a conditional rule is split into several unconditional rules. The conditions
are encoded in new function symbols, called U-symbols, along with some variables. If the
conditions are satisfied, then the rhs of the original conditional rule is reproduced.

*This work is supported by the Austrian Science Fund (FWF) international project 1963 and the Japan
Society for the Promotion of Science.
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In the unraveling U,.q, that is defined in [10] (based on [7]), one new function symbol is
introduced for each condition in a conditional rule. By sequentially encoding the conditions, this
unraveling can transform deterministic CTRSs (DCTRSs) into TRSs without extra variables.
In DCTRSs, extra variables must occur on the rhs of a condition first so that their matchers
can be determined by plain rewriting.

A conditional rule v : [ — r < s1 —=* tq,...,8, = t is transformed into unconditional
rules as follows:

Useq(@) = { 1= UX(s1,X1), UX(tr, X1) = Us(s9, X3), ..., UR(tr, Xp) =1 }

where X; = Var(l,t1,...,t;—1). Here, X denotes the unique sequence of variables in X under
some fixed order on variables.

In order to distinguish terms in the unraveling that contain U-symbols, we will refer to such
terms as mized terms while we refer to terms without U-symbols as original terms.

It is easy to show that a derivation in a CTRS u —% v has a corresponding derivation in
the unraveling —>E‘Jm (R) Y (for all original terms u,v). This property is called completeness.
While completeness is easy to prove and satisfied in general, its counterpart soundness only
holds in certain cases (see e.g. [6, 4, 9, 5]).

3 Soundness for Joinability

We prove confluence of a CTRS R via derivations in the unraveling of R in the following
way: for all original terms s,?1,%2 such that ¢; <% s =% t2, we know by completeness that
t1 <—E‘J(R) s —>EB(R) to; if there is an original term w such that t; —>E‘J(R) u <—E‘J(R) to, then by
soundness we obtain that ¢; —% u <% t2 in the original CTRS R.

One difficulty in this approach is that we need to prove that ¢; and ¢o have a common
descendant in U(R) that is an original term. We will therefore use another notion of soundness:

Definition 1 (Soundness for joinability). An unraveling U is sound for joinability of a CTRS
R if for all original terms s,t such that s lywr) t, also s |R t.

We can use soundness for joinability to prove confluence for every CTRS:

Lemma 2. Let R be a DCTRS and U be an unraveling. If U(R) is confluent and U is sound
for joinability of R, then R is confluent.

Proof. Consider two terms s,t such that s <+% ¢t. Completeness of U implies s <—>[’{J(R) t. Since
U(R) is confluent, therefore s |y(r) t, and by soundness of joinability s | t. O

Although there is a strong connection between soundness and soundness for joinability,
soundness does not imply soundness for joinability in general:

Example 3. Consider the following CTRS R that contains one conditional rule that is unrav-
eled into two unconditional rules (using Use,):

a—C—e

b—d—k
Useq( f(ﬂ?) —Srx&e=x—=te ) = f(l’) — Uf[(xvx)a Uft(ea .’E) — T
g(xz,x) = h(z,x)
h(d,z) — A(z)
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Useq is sound for non-erasing 2-DCTRSs ([5, Theorem 18] and [9, Corollary 5.5]), therefore the
unraveling is sound. In U, (R), terms g(f(a), f(b)) and A(f(k)) are joinable:

g(f(a), f(b)) ="h(Ui'(c,d), Ui (c,d)) =" h(d, U (c,d)) = A(UT(c,d)) =" A(UT (k, k) <= A(f(k))

In R, A(f(k)) is irreducible, therefore g(f(a),f(b)) Ir A(f(k)) only if g(f(a),f(b)) =% A(f(k)).
Yet, for this we need some common reduct s of f(a) and f(b) such that s =% d and s =% f(k),
but there is no original term satisfying these properties.

In the previous example, the derivation in U (R) contains mixed terms. In order to
prove soundness for joinability, we use a mapping t that translates terms in U(R) (including
mixed terms) into original terms. Using such a translation we obtain a more general soundness
criterion: an unraveling U is sound w.r.t. t for a DCTRS R, if for all original terms u and
all mixed terms v’ such that u —{; ) v', t(v') is defined and u —% t(v). Soundness w.r.t. t
implies soundness for joinability:

Lemma 4. If an unraveling U is sound w.r.t. t for a DCTRS R, then U is also sound for
joinability of R.

Proof. Let s,t be two original terms such that there is some (possibly mixed) term «’ such that
$ =Ry U < {y(g) t- Then, soundness w.r.t. t implies s =% t(u') «% ¢. O

4 A New Unraveling

For many CTRSs, in particular overlay CTRSs, Use, returns a non-confluent TRS so that we
cannot use Useq to prove confluence of the original CTRSs.

Example 5 ([11]). The following CTRS defines even and odd predicates for natural number
encoded by 0 and s:

even(0) — true odd(0) — false
Reven = { even(s(x)) — false <= odd(z) —* true  odd(s(z)) — false < even(z) —* true
even(s(x)) — true <= odd(x) —* false  odd(s(z)) — true < even(x) —* false

The CTRS is unraveled into the following TRS using Use,:

even(0) — true odd(0) — false
even(s(x)) — U (odd(z), x) odd(s(x)) — U{ (even(z), x)

Useq(Reven) = . Ut (true, z) — false U/ (true, z) — false
even(s(z)) — UL (odd(z), z) odd(s(x)) — Uy (even(z), z)

U (false, z) — true U/ (false, z) — true

The unraveled TRS is not confluent, for instance even(s(0)) rewrites to U{*(odd(s(0),0) and
U (0dd(s(0),0) that are not joinable. Note that a more complicated and practical example
with the non-confluence problem can be found in [10, Example 7.2.49].

The following new unraveling returns a confluent TRS for certain overlay CTRSs. It strongly
resembles the unraveling U4, but we introduce new U-symbols based on the lhs of the trans-
formed rule and terms in the conditions:
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Definition 6 (New unraveling). Let o be a conditional rule | — r < s1 =* t1,...,8 —=* 1ty
(k > 0), then its unraveling is defined as

[ — Ul,sl(slafl)
Ul,sl (tla)?l) — Ul751,t1,32 (827)?2)
Uconf(a) =
Ul,Slath---,tkthk (tkvik) -

where X; = Var(l,t1,...,t;—1). Note that for U, and Uy, we use the same symbol, e.g., Uy, if
o' is a renamed variant of Uy. The unraveled TRS Ucong(R) then is | cr Ucons ().

In order to prove soundness for joinability of certain cases, we use the following backtrans-
lation that is also used in [5]:

th(z) =z for all variables x
th(U;... (v, X;0)) = I tb(0) for all U-symbols U
tb(f(t1, ... tar(s))) = f(tb(t1),...,tb(ta(s))) for all non-U-symbols f

Useq is sound w.r.t. tb for weakly left-linear CTRSs and since tb is well-defined for Uo,s we
can adapt the proof of [5, Theorem 3.28] to Ucopy.

Lemma 7. Ucypy is sound w.r.t. tb for a weakly left-linear CTRSS.

Proof (Sketch). Since tb is well-defined and derivations in the conditions can be extracted from
the U-symbols, we can use the proof of [5, Theorem 3.28]. O

Corollary 8. Ucons is sound for joinability of weakly left-linear CTRSS.
Finally, we obtain our main result:
Theorem 9. A weakly left-linear DCTRS R is confluent if so is Ucons(R).
Example 10. Consider the CTRS of Example 5. Its unraveling for Uy, has two rule less:

even(0) — true
even( ( )) — Ueven(s(ac)) odd(x) (Odd( ) )

Ueven(s(r)) odd(z) (true .’E) — false

Ueven 2)).odd(z false x) — true

Ueons (Reven) = o s odd(Og — false
0dd(s(2)) = Usdd(s(x)).even(x) (even(z), )

Usdd(s(x)),even() (true, z) — false

Usdd(s(x)),even() (false, z) — true

The unraveled TRS is now confluent. It follows from left-linearity of Useq(Reven) that Reven is
weakly left-linear [5]. Therefore, by Theorem 9, Reyen is confluent.

To show the usefulness of our approach, we want to repeat a result of [13] using Theorem 9:
Corollary 11. Orthogonal properly oriented right-stable 3-C'TRSs are confluent.

Proof. Orthogonal properly oriented right-stable 3-CTRSs are unraveled into orthogonal and
therefore confluent TRSs by U¢ons. Therefore, we can apply Theorem 9. O
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5 Conclusion and Perspectives

We have shown that unravelings can be used to prove confluence of CTRSs. In order to do
this, we use soundness for joinability and a new unraveling, similar to the unraveling of [10],
but with better properties concerning confluence while retaining soundness properties.

In the future, we want to show soundness for joinability of other classes of CTRSs and also
use other transformations to analyze soundness properties.

A way to show joinability is the use of tree automata techniques developed to analyze
reachability. The techniques are well investigated for TRSs, and they are very useful. However,
the direct application of the techniques to CTRSs is very complicated and the constructed tree
automata are often overapproximations (cf. [3]). Thus, unravelings would be very useful to
analyze reachability and then confluence of CTRSs for which unravelings are sound. For this
reason, we will also work for soundness of unravelings, e.g., to find soundness conditions.
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Abstract

The dynamic pattern calculus described in this paper integrates the functional mecha-
nism of the lambda-calculus and the capabilities of pattern matching with hedge variables,
i.e., variables that can be instantiated by any finite sequence of terms. We propose a generic
confluence proof, where the way pattern abstractions are applied in a non-deterministic
calculus is axiomatized.

1 Introduction

There have been several approaches to design pattern calculi, extending the A-calculus with
pattern matching. One can mention the A¢-calculus [14], Pure Pattern Calculus [9], the p-
calculus [5], and the typed versions thereof, e.g., [3].

Pattern calculi are expressive, however, there is a price to pay for that: confluence is lost and
various restrictions have to be imposed to recover it. Cirstea and Faure in [4] proposed a generic
confluence proof for dynamic pattern calculi with unitary matching algorithm. There are some
conditions the matching function should satisfy, in order the guarantee the confluence. Pattern
matching with hedge variables has interesting applications in programming languages [16],
rewriting [8], knowledge representation [12], logic [11], etc.

The idea of transforming a non-deterministic calculus into a deterministic one with the help
of sums is not new. It has been exploited in a way or another in, e.g., differential A-calculus [7],
linear-algebraic A-calculus [1, 6], resource calculus [13]. The idea closest to us is described
in [6], as a non-deterministic extension of the call-by-value A-calculus, which corresponds to the
additive fragment of the linear-algebraic A-calculus. The + there is associative, commutative,
and distributes over application both from right (corresponds to parallel composition) and left
(corresponds to call-by-value). There is also the neutral element for the sum, expressing the
impossible computation. In our calculus, sums originate from sets of different matchers. Hence,
besides being associative and commutative, + is also idempotent. We do not have the neutral
element: This would correspond to the case when there is no matcher between a pattern and
a term. But in this case the reduction is not possible. We do not introduce a term to express
this impossible reduction in the language itself. Like the sum in [6], our + is also left and right
distributive over applications. Moreover, our language has the other features as well: Patterns,
unranked symbols, and hedge variables, which really make a difference.

In this paper, we introduce yet another dynamic pattern calculus, which permits the use
of hedge variables. These are variables which can be instantiated by finite, possibly empty,
sequences of terms, called hedges.
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2 The Calculus

In this section, we define the syntax and the operational semantics of the untyped dynamic
pattern calculus with hedge variables and propose conditions under which the calculus is con-
fluence.

2.1 Syntax

Terms are defined by the following grammar:
M,Nuo=zx| fI(MN)|(MX) | \WM.N|M+N

where (M N) is an application of a term to a term and (M X) is an application of a term to
a hedge variable. In Ay M.N we call the term M a pattern. We consider + to be associative,
commutative, and idempotent. Moreover, application distributes over 4+ both from the left and
from the right. We write ACID for this property. We assume that terms are in the ACID
normal form with respect to + and application.

The letters M, N, P,Q,W are used to denote terms, while s is used for a hedge vari-
able or a term. Application associates to the left, therefore we can write (M sy ---sy,) for
((-+-(Ms1)-+)sp). When there is no ambiguity, the outermost parentheses are omitted as
well.

The sets of free and bound variables of a term P, denoted by £v(P) and by bv(P) respec-
tively, are defined inductively as follows:

tv(z) = {z}  1v(f) = bv(z) = bv(f) =

fv(M N) = fv(M) u fv(N) bv(M N) =bv(M) ubv(N)

fv(M X) =fv(M) u {X} bv(M X) = bv(M)

fv(AyM.N)) = (fv(M) U £v(N))\V bv(AyM.N) =bv(M) ubv(N) UV
fv(M + N) = fv(M) v £v(N) bv(M + N) =bv(M) u bv(N)

The set V in the abstraction A\yM.N is a subset of the set of free variables of M and
represents the set of variables bound by the abstraction. Note that, the set of variables bound
by an abstraction is not necessarily the same as the set of free variables of the corresponding
pattern. We adopt Barendregt’s variable name convention [2] and identify terms modulo a-
equivalence.

Hedges are finite (possible empty) sequences of terms and hedge variables. We use h to
denote them. For the empty hedge we use e. For readability, we put hedges in angle brackets
if they have more than one element, e.g., (M, X, N).

A substitution is a mapping from term variables to terms, and from hedge variables to
hedges, such that all but finitely many term and hedge variables are mapped to themselves.
We use ¢ and ¢ to denote substitutions. Each substitution ¢ is represented as a map {v; —
o(v1),..., vn — p(v,)} where the v’s are all those variables for which ¢(v;) # v;. The sets
Dom(p) = {v1,...,vn} and Ran(p) = {©(v1),...,p(v,)} are called the domain and the range
of ¢, respectively. The set Var(¢) is defined as Var(¢) = Dom(yp) u £v(Ran(p)).

The application of a substitution ¢ to a term M replaces each free occurrence of a variable
v in M with ¢(v). It is defined inductively:

zp = p(z), if x€ Dom(p). (MX)p=Mpsi,...Sn,
xp =z, if z ¢ Dom(p). if p(X) ={s1,-..,8n)
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fo=1 (M X)p = My if o(X) = €.
(M N)p=MpNep. (MY)p=MpY if Y ¢ Dom(yp).
(M+ N)p=Mp+ Np. (AWM.N)p = Ay Mp.Ne.

In the abstraction, it is assumed that Var(o) n'V = &.
The composition of substitutions, as well as the restriction of a substitution ¢ to a set of
variables V', denoted ¢|y, are defined in the standard way.

2.2 Reduction

Evaluation in the dynamic pattern calculus with hedge variables is given by three binary re-
lations By, Di, and D, on terms, written in the form of reduction rules below. The relation
Bp defines the way how pattern-abstractions are applied. It is parametrized by a function Sol,
which takes as parameters two terms M and @) and a set of variables V and returns a finite set of
substitutions. We denote it by Sol(M <y Q). The relations Dy and D, define how abstraction
distributes over +:

Bp: (AWM.N)Q — Nyy + -+ + Ng,,where M and @ are not of the form
Wi + Wy and Sol(M <y Q) = {p1,...,pn}, n =1

Di: AyM; + Mo.N — Ay M. N + \pMa.N.

Dy : AyVM.Ny + No — Ay M.Ny + Ay M.Ns.

In what follows, —p denotes the compatible closure of the union of 3, D) and D, relations
and — p denotes the reflexive and transitive closure of —p.

2.3 Confluence

The solution of a matching equation P <y M is a substitution ¢ such that Py = M. We can
reformulate matching procedures with hedge variables proposed in [10] to define the function
Sol. Therefore, Sol accepts a set of equations of the form P <y, M and returns complete
the set of solutions. The following example shows that the function Sol can lead to diverging
reductions:

Example 1. The term M = (M fZ.(Nx vy fXY.fX)fZ)fab reduces to two different normal
forms:

Our goal is to impose restrictions on Sol so that confluence is guaranteed. The confluence
proof will be based on the standard method due to Tait and Martin-Lof [2]. It requires the
notion of parallel reduction which is defined as follows:

s1=ps| ... S,=ps, M=pM s=ps
S=pS <81,...,Sn>=>p<5/1,...,5fn MS=>pMIS/
M=pM N=pN’ My =p M| My;=p M, N=pN'

MM.N =p A\, M'.N' Ay (M + My).N =p Ay M| N+ Ay M, N’
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Mﬁle N=>le M=>pMI N1 ﬁpN{ NgﬁpNé
M+ N =p M + N M M.(Ny + Ny) =p \yM'.N! + A\, M'.N}

Mﬁle N=>pNI Q=>pQI
(AWM.N)Q =p N'p1 +-+-+ Ny,

, where Sol(M’ <y Q') = {p; |1 <i<n}

Note that the parallel reduction is compatible. Its definition is extended to substitutions
having the same domain by setting ¢ =p ¢ if for all v € Dom(p) = Dom(y’), we have
v =p vy

Now we impose conditions on Sol so that confluence is guaranteed.

Hy: If ¢ € Sol(P <y M), then Dom(p) =V and fv(Ran(p)) € £v(M).

Hy: If Sol(P <y M) = {¢1,...,¢n}, n = 1, then for all ¢ with Var(d) nV = &, we have
Sol(PY <y M) = {(p10)]v, .-, (en?)|v}.

Hy: If Sol(P <y M) = {p1,...,pn},n =1, P=p P',and M =p M’, then Sol(P' <y M') =
{1 @), m =1, and
(a) for all 1

n there exists 1 < j < m such that ¢; =p ¢} and
(b) for all 1 ]

NN

m there exists 1 <4 < n such that ¢; =p ¢/.

These conditions extend the ones for the core dynamic pattern calculus from [4]. We will
show that they are sufficient for proving confluence of our calculus. We assume that the relations
—p and =p in the lemmas and in the theorem below use a Sol which satisfies Hy, H;, and
H,. We do not state this explicitly in the conditions.

Looking back to Example 1, is it not surprising that confluence does not hold there: Sol
used in that example violates the H; property. Just take P = f(X,Y), M = f(Z),V = {X,Y},
and ¥ = {Z > {a,b)}. Then we get Sol(P <y M) ={{X —¢€,Y — Z} {X — ZY — €}} and
Sol(PY <y M) ={{X — ¢,Y »{a,b)},{X —a,Y - b},{X —{a,b),Y — €}}.

Lemma 1. The following inclusion hold: - pS=pS—p.

Lemma 2 (Fundamental Lemma). For all terms M and M’ and for all substitutions ¢ and ¢’
with Dom(p) = Dom(y'), if M =p M' and p =p ¢, then Mo =p M'’.

Lemma 3 (Diamond Property of Parallel Reduction). For all terms M, N, and Q, if M =p N
and M =p @, then there exists a term W such that N =p W and Q =p W.

Theorem 1. For all terms M, N, and Q, if M —-»p N and M —p @ then there exists a term
W such that N -»p W and Q —»p W.

This theorem shows that under the condition of Sol satisfying Hy, Hy, and Hs, the relation
—p (and, hence, the calculus) is confluent.
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Abstract

A complete formalization in PVS of the theorem of confluence of orthogonal term
rewriting systems is presented. The formalized proof uses the PVS theory trs maintaining
its distinguishing feature of remaining close to textbook’s proofs. The proof is based on
a formalization of the Parallel Moves Lemma. Auxiliary lemmas are given which use an
inductive construction of the crucial positions of a term originating a parallel divergence.
Classifying all these positions, by application of the parallel moves lemma to the crucial
divergence subterms, the desired common term of joinability is built.

1 Introduction

The formalization of confluence of orthogonal TRSs consists of a theory called orthogonality
that imports the PVS theory trs [GAR09], that is available in the NASA LaRC PVS li-
brary [trsl3]|, and which includes formalizations of several rewriting results ranging from
specification of basic rewriting notions and properties to more elaborated results such as the
Critical Pair theorem [GAR10], confluence and modular properties of abstract reduction sys-
tems [GARO8] and completeness of first-order unification algorithms [AGAMARI11]. The theory
orthogonality specifies notions such as Ambiguous?(E), Left_Linear?(E), Orthogonal? (E)
and parallel reduction?(E), all them of interest for dealing with formalization of theorems
about orthogonal TRS’s (see [ROAR13]).

Proofs of confluence of orthogonal TRSs have been known at least since Rosen’s seminal
work [Ros73] which is based on the well-known Parallel Moves Lemma (for short, PML). This
proof was adapted by Huet in [Hue80], for proving the confluence of left-linear and parallel
closed TRSs that admit critical pairs joinable from left to right in a sole step of parallel reduc-
tion. To the best of our knowledge, the sole related formalization was developed very recently
in Isabelle/HOL in [Thil2], where unlike orthogonality, weak orthogonality, that allows the ex-
istence of trivial critical pairs, is assumed. The chapter on orthogonality of [BKdV03] surveys
different styles of proofs of confluence of orthogonal TRSs, that are not different in essence.
Our style of proof follows the inductive approach in [BN98] which depends on the analysis of
properties of the parallel rewriting relation and the PML. In this analysis, the PML is applied
for guaranteeing parallel joinability of each principal redex involved in a parallel divergence
from a term s: v &= s = wv. These redices appear at positions 7 in which on the one side

*Work supported by FAPDF PRONEX 2009/00091-0 grant. First, second and third authors partially sup-
ported by a CAPES Ph.D. scholarship, an FAPEG research support grant and a CNPq research fellowship.
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one step of rewriting and, on the other side one step of parallel reduction are applied: either
Ulx  tr = U|p Or uly £ty = v|x, being t|; an instance of the left-hand side (lhs, for short) of
a rule (see Fig. 1). From our point of view this choice is very adequate, because the discipline
of formalization that guided the development of the theory trs, that is also the one desired for
orthogonality, is providing proofs that are as close as possible to textbook’s proofs.

Regarding a previous work in which the general lines of the formalization of this theorem
were presented [ROAR13], here we specifically report on the necessary analysis to synchronize
applications of the PML to terms in order to join the divergence terms in a parallel divergence.
This involves the construction of a sequence of dominating positions in which either the same
rule was applied or on the one side a rewriting rule was applied and on the other side a parallel
reduction was applied. Each term of the parallel divergence is obtained by simple rewriting
steps at sequences of disjunct positions, using associated sequences of substitutions and rules.
The theory is available at www.mat.unb.br/~ayala/publications.html.

2 Basic Notions and Definitions

Familiarity with rewriting notations and notions is assumed (c.f. [BN98, BKdV03]). Terms,
built from a given signature and a set of enumerable variables, are represented as trees and
positions of a term t as sequences of naturals. For a position 7 of a term ¢, ¢|, denotes the
subterm at position 7 and parallel positions m and 7’ are sequences such that neither 7 is a
prefix of 7’ nor 7’ is a prefix of ©’. Given a TRS R, the rewriting relation is denoted as —g,
and R is omitted when it is clear from the context. Composition of relations is denoted as o.
The inverse of — is denoted by < and syn-
tactic equality by =. The reflexive closure
of the relation — is denoted as —= and
the reflexive transitive closure as —*. Sim-
ilarly, *<— will denote the reflexive transitive
closure of <—. The relations of local diver-
gence, divergence and joinability are given
by ¢« o —, "+ o =" and —* o "« re-

spectively. Omne says that — is confluent if
(*< 0 =*) C (=" o *+); and that it has the

diamond property if («— o —) C (— o «).

A rule e = (I,r) is a pair of terms such
that the lhs cannot be a variable and the vari-
ables occurring in its right-hand side (rhs, for
short) should appear in the lhs. A TRS is
given as a set of rules. The reduction relation
—p induced by a TRS F is built as follows:
a term s reduces to t, denoted as s — t, if
s = s[m < lhs(e)o] —g s[m <+ rhs(e)o] =t,
where, in general, u[m < v] denotes the term
obtained from u by replacing the subterm at
position 7 of u by the term v.

Another crucial relation is parallel reduction: one says that s reduces in parallel to ¢, denoted

7

E

Figure 1: Parallel Moves Lemma (PML)

as s =% t, if there exist finite sequences of the same length n > 0, Il := my,...,m,; 2 =
01,...,0, and I' := eq,..., e, of parallel positions of s, substitutions and rules, respectively,
such that: V1 <i<mn : s|r, = lhs(e;)o;, and t is obtained from s, by replacing all subterms
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at positions in II by t|,, = rhs(e;)o;. All this is summarized by the following notation:
s=s8[m + lo1,..., T & lnoy] =g s[m1 101, ..., Ty  Thop] = t, where, [; = lhs(e;) and
r; = rhs(e;), for 1 <14 < n. For short, notation s = s[II « rhs(I")X] is used and one will say
that s reduces in parallel through reductions at positions I using Y-instances of rules I'.

By simple analysis one has that — C = C —*. Thus, —* = ==*, from which proving the
diamond property for = will provide a proof of confluence of —. Thus, the crucial result to be
formalized is the theorem below.

Theorem 2.1 (Orthogonality implies diamond property). Let R be a TRS orthogonal. Then,
the relation = has the diamond property.

Orthogonal TRSs have no critical pairs and are left-linear. The PML (see Fig. 1) states
that for all instances of rules of an orthogonal system, say (I,7)o, if lo = s, then there exists
a t such that ro = ¢ « s.

Essentially, the proof is
based on the observation that
since instances of lhs’s of other
rules can only overlap at vari-
able positions of [, then by left- s
linearity one has that s = lo’
for some substitution o’. Also,
for all variables zo = xzo’.
Thus, one has lo = lo’ and

ro = ro’ +lo. / \
In order to prove the di- . ,

amond property of orthogo-

nal TRSs (see Fig. 2), the A
structure of a parallel diver-
gence should be stratified in MMA /\
such a way that crucial posi- \ /
tions are chosen to apply ei- : é
ther the PML or non ambi-
guity (inexistence of CPs). A
parallel divergence from a term
s through positions II; and
IIy correspondingly using ¥
and Ys-instances of rules I'y
and T'y, has the form t; =
sIl; « rhs(T)%] &= s = Figure 2: Diamond property of parallel rewriting
S[H2 — ThS(FQ)EQ} = o,
where I1;,I';,%;, for ¢ = 1,2, are sequences of parallel positions of s, rules and substitutions,
respectivelly, as in the definition of parallel reduction.

To prove theorem 2.1, a term w should be built such that t; = u & to.

A A
AVAV/A

3 Formalization
The formalization of the Diamond Property of parallel reduction of orthogonal TRSs is done by

induction on the length of crucial positions occurring in a parallel divergence. These positions
are built through the specification of an inductive operator Pos_0ver(Ily,Ils) that builds the
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subsequence of positions from II; that are parallel to all positions in IIs or that have posi-
tions in the sequence Il below them. Thus, the crucial positions of a divergence are given
by a sequence II carefully constructed and corresponding to the sequence Pos_Over(Il;, 1)U
Pos_Over(Ilz, II; ) U (I NII;), where by U and N of sequences one means the sequence obtained
by concatenation and by including only common members, respectively. Intuitively, it is easy
to check (see Fig. 2) that exactly the subterms at these positions are the ones modified in the
parallel divergence and that joining the subterms at these positions of t; and to will provide
the joinability term u. But synchronizing the one-step-parallel movements from the subterms
at these positions of ¢; and ¢, that is essentially building the necessary premisses to apply
the PML, requires a great deal of technical work which corresponds to a significant part of the
whole formalization.

To guarantee that these crucial positions I, as mentioned above, are the ones modified when
a term s parallelly diverges to ¢; and tg, the lemma replace_par_pos_dominance was proved.
This lemma shows that if s == ¢; through reductions at positions II;, for ¢« = 1, 2 correspondingly,
then one is able to write ¢; as s[II < (;|x)xem]. This is possible because for every position 7’ in
I1;, there exists a position 7 in II that is (above or) prefix of #’, what is satisfied by II indeed.

Regarding joinability of subterms at positions 7 in II of ¢; and t¢5, two cases are to be
analyzed. Firstly, the subterms of ¢; and ¢t at a position 7 in IT; NIl are easily joined in one
step of parallel reduction because these subterms are identical since there are no critical pairs
in an orthogonal TRS. Secondly, the lemma divergence_in Pos_Over shows explicitly how the
divergence in the subterms of s, ¢; and ¢y at a position 7 in Pos_Over(Il;, II5)UPos_Over(Ily, II;)
satisfies the conditions required by the PML. So subterms ¢ |, and t3|, are joinable in one step
of parallel reduction too (see Fig 1).

So, by the discussion in the last paragraph, for all 7 in the sequence of crucial positions
I1, there exists u, such that ¢1|; = ur, & to|, whenever ¢; & s =2 to through reductions at
positions IT; and IIs. A sequence of terms U := (u,)ren is built such that replacing subterms of
s at these positions gives the required term of parallel joinability: u = s[II < U]. At this point
it is necessary to stress that a great deal of effort was necessary to formalize the synchronization
the positions, rules and substitutions of II;, I'; and ¥;, for ¢ = 1,2, involved in the construction
of the terms u, and in general in the construction of the joinability term wu.

Another important lemma to conclude the proof of diamond property of parallel reduction
is parallel _reduction_context, which was necessary because one cannot guarantee directly
that, if t1];x = u,, Vm € II, then ¢; = u. The formalization of this lemma uses induction on
the length of the sequence of crucial positions II and, through it, it is possible to conclude that
t, = S[H “— (t1|ﬂ—)ﬂ—€1‘[] = S[H — U] =u = S[H — (t2|ﬂ—)ﬂ—€1‘[] = ts.

Excluding all these technical details necessary to adequately apply the PML, the formal-
ization of confluence of orthogonal TRSs follows the sketch of proof presented in Section 6.4
of [BN98]. In its current status, the PVS theory orthogonality has about 53000 lines of proofs
and 770 lines of specification. It is worth mentioning that the proof file includes also typing
information that substantially increases over the part strictly related with the formalization.

4 Related work and Conclusions

The PVS theory orthogonality includes a complete formalization of the theorem of confluence
of orthogonal TRSs which is based on the PML. Although the formalization follows the lines
of textbook’s proofs such as the one given in [BN98], its development required a great deal of
invisible effort that was necessary to adequately apply the PML. Several additional lemmas
were formalized in order to prove that a parallel divergence can be structured as an ordered
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sequence of crucial divergences from subterms of the term of divergence, from which instances of
the hypotheses of the PML are detected. Then, applying the PML to these subterms one builds
a general term of joinability in parallel. The formalization of the PML was finished obtaining
in this way a complete formalization of the theorem of confluence of orthogonal TRSs.

Future developments and extensions are related with the usability of this formalization
to check automatically confluence of functional specifications that follow the discipline of or-
thogonality. Also, an interesting investigation is related with formalization of confluence of
several variants such as weak orthogonal TRSs and Church-Rosser theorems for variants of
the A-calculus. Adaptation of the proof style used here to the alternative definition of parallel
reduction used in the short proof of confluence for variants of the A-calculus in [Tak95], and
extensible for orthogonal TRSs as it is done in the chapter on orthogonality in [BKdV03], is
also of great interest. Other technologies of proof surveyed in [BKdV03] as the one based on
developments [vO97] as well as strengthening the current result to the permutation equiva-
lence [HL91], that were pertinently pointed out by the reviewers, deserve formalizations, but
although parts of the current formalization can be reused, they will require formalization de-
velopments substantially different from the current one.
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Abstract
This paper describes the automatic mode of the new version of the Knuth-Bendix
Completion Visualizer. The internally used data structures have been overhauled and the
performance was dramatically improved by introducing caching, parallelization, and term-
indexing in the computation of critical pairs and simplification. The new version is much
faster and can complete three more systems.

1 Introduction

The Knuth-Bendiz Completion Visualizer (KBCV) is an interactive/automatic tool for Knuth-
Bendix completion and equational logic proofs. The basic functions of the previous release
are described in detail in [5, 7]. This paper addresses implementation issues to improve the
performance of the automatic completion mode and reports on experiments of the new release
KBCV 2.0. The tool is available under the GNU Lesser General Public License 3 at

http://cl-informatik.uibk.ac.at/software/kbcv

In the sequel we assume familiarity with term rewriting, and completion [1]. Nevertheless
we recall the basics.

Completion is a procedure which takes as input a (finite) set of equations £ and a reduction
order > (or it tries to construct this reduction order on the fly with the help of an external
termination tool, see [8]) and attempts to construct a terminating and confluent term rewrite
system (TRS) R with the same equational theory as £. In case the completion procedure
succeeds, two terms are equivalent with respect to £ if and only if they reduce to the same
normal form with respect to R, that is, R represents a decision procedure for the word problem
of £.

The computation is done by generating a finite sequence of intermediate TRSs which consti-
tute approximations of the equational theory of £. Following Bachmair and Dershowitz [2] the
completion procedure can be modeled as an inference system (see Figure 1). The inference rules
work on pairs (£, R) where £ is a finite set of equations and R is a finite set of rewrite rules.
The goal is to transform an initial pair (£, @) into a pair (&, R) such that R is terminating,
confluent and equivalent to £. In our setting a completion procedure based on these rules may
succeed (find R after finitely many steps), loop, or fail. In Figure 1 a reduction order > is
provided as part of the input. We use s Zx uto express that s is reduced by arule { - r € R
such that ¢ cannot be reduced by another rule with left-hand side s. The notation s & ¢ denotes
either of s =~ t and t ~ s.

KBCV internally uses indexed equations ¢: [ =~ r and rules j: | — r, where ¢ and j are unique
positive integers and [ and r are terms, called the left- and right-hand side respectively.

*Supported by the Austrian Science Fund (FWF) international project 1963 and the Japan Society for the
Promotion of Science.
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COMPOSE ((57755 {{: :i}})) it u DELETE W
corrapsg (S RULs = 1) 0 = svpLpy E UL RILR) SR

(EU{u~t},R) (EU{u 1L R)

Figure 1: The inference rules of completion.

2 Optimizing Automatic Completion

KBCV 2.0 is implemented in Scala 2.10.0,' an object-functional programming language which
compiles to Java bytecode. For this reason KBCV is portable and runs on Windows and Linux
machines. The developed term library (scala-termlib, available from KBCV’s homepage) was
completely overhauled and consists of approximately 2100 lines of code. The new KBCV builds
upon this library and has an additional 5000 lines of code.

The main goal for this release was to improve the performance of KBCV especially in au-
tomatic mode. Some more details on the automatic mode can be found in [5, Section 5.2.1]
and [7, Section 2.2]. Looking at the flow chart of the automatic mode depicted in Figure 2 we
first had to identify critical parts, where speed-up would be possible.

1. The procedure starts in the SIMPLIFY-phase, where both sides of equations are rewritten
as far as possible.

2. Trivial equations, that is, equations where both sides are the same are dropped in the
DELETE-phase.

3. The third phase checks if £ is empty and if all critical pairs between left-hand sides of
rules in R are joinable.?

4. Then the procedure chooses a single equation which it tries to orient. The used heuristic
is to select an equation where the length of the left- and right-hand sides is minimal. The
cost for orientation mainly depends on the used termination tool.

5. Now in the COMPOSE-phase the procedure simplifies all right-hand sides of rules as far
as possible.

6. After that, in the COLLAPSE-phase, it tries to simplify left-hand sides of rules.

7. Finally DEDUCE computes critical pairs and adds them to the set of equations.

From this assessment we see that (2) is trivial and already very fast and (4) mainly depends
on an external program. So we focus on the remaining phases. In the sequel we will some-
times refer to (3) and (7) collectively as critical pair computation and to (1), (5), and (6) as
simplification.

Thttp://www.scala-lang.org/
2The computation and check for joinability of critical pairs is only needed because of KBCV’s interactive mode
in which inference rules may be fired in an arbitrary order.
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COMPOSE

COLLAPSE

Figure 2: KBCV’s automatic completion procedure.

The first idea (which was already partly implemented in versions 1.7 and 1.8 of KBCV) was
to prevent re-computation by introducing caching. Next the independent parts of the procedure
were parallelized to make the most of modern multi-core/processor architectures. Finally we
also introduced term-indexing in order to speed up unification and matching of terms. These
steps are described in some more detail in the next three sections. We compare the resulting
speed-ups for various combinations of these methods in Section 3.

2.1 Caching

In order to avoid redundancy in critical pair computations and simplifications we introduced
four new data structures for caching.

Each time a critical pair is computed KBCV stores the pair of indices of the overlapping rules
which caused the new equation. The next time automatic completion has to compute critical
pairs (in phases (3) or (7) of the procedure) it only computes critical pairs from overlaps which
are not already stored.

We use three different caches for COMPOSE, COLLAPSE, and SIMPLIFY respectively. The
first cache has an entry for each rule. In this entry we store the set of indices of rules which
have already been tried to simplify this rule. Next time automatic completion has to simplify
a rule it only tries the rules which are not cached yet. The other two caches work just in the
same way.

2.2 Parallelization

While automatic completion (Figure 2) executes the single phases sequentially, within a phase
there are completely independent computations which can be parallelized.

e DEDUCE: The computation of critical pairs.
e COMPOSE: The composition of rules.

e COLLAPSE: The collapsing of rules.

e SIMPLIFY: The simplification of equations.

In order to get the most out of modern multi-core architectures we re-implemented those four
phases. Now each single step (e.g. the computation of critical pairs between two particular
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KBCV-b-i-u KBCV-i-u KBCV-b—u KBCV-b-i KBCV-u KBCV-i KBCV-b KBCV

completed 85 87 85 85 89 90 85 90
total time 1142.6 512.8 498.0 384.5 1163.4 1321.3 321.8 1116.2
avg. time 13.4 5.9 5.9 4.5 13.1 14.7 3.8 12.4
AD93_Z22 83.9 447 418 32.9
BGK94_D16 30.5 25.7  25.6 23.2
BGK94_Z22W 598.7  220.6 201.6
LS94 G1 583.6 514.5
SK90_3.09 168.1 161.1 90.1

Table 1: Experimental results on 115 systems, timeout: 600s.

rules, or one specific rewrite step on one side of an equation) are separate computations which
can be handled by a pool of worker threads. The main program waits until all results are
computed and then continues with the non-parallel part of the procedure.

2.3 Term Indexing

Both unification of terms (needed for the computation of critical pairs) and matching (needed
for rewriting of terms) can get very expensive for large systems with large left-hand sides of
rules. To counteract that we now store the left-hand sides of rules in a discrimination tree
(see for example [4]) which allows for very fast filtering of so called candidate sets (which are
typically very small). Getting a unifiable or matching term from this candidate set is much
faster than checking all left-hand sides of rules.

3 Experiments

The experiments we describe here were carried out on a 64bit GNU/Linux machine with 48
AMD Opteron™ 6174 processors and 315 GB of RAM. The kernel version is 2.6.32. The
version of Java on this machine is 1.7.0.03. For the JVM we limited the stack size for each
thread to 10MB, set the initial heap size to 1GB, and the maximum heap size to 2GB. The
test-bed we worked with consists of 115 systems from the distribution of MKBTT.? KBCV was
launched using the following flags:

./kbcv -a -p -s 600 -m "./ttt2 -cpf xml - 1" <inputfile>

Here the -a flag tells KBCV to switch to automatic mode, -p causes KBCV to output the CPF
proof of completion on stdout, -s 600 sets the timeout to 600 seconds and finally -m sets the
termination-check method to use, in our case calls to the external termination tool TT. There
are three more flags we used in the experiments: -b disables caching, -i disables term-indexing,
and -u disables parallelization. The tool instances where parallelization was enabled used all
of the 48 processors.

The upper part of Table 1 gives the number of completed systems, the total time needed
to complete them and the average time for each of the completed systems for different configu-
rations of KBCV. The lower part lists systems which only certain configurations of KBCV could
complete together with the time. The detailed experiments are available online.* Here each

Shttp://cl-informatik.uibk.ac.at/software/mkbtt/index.php
4http://cl-informatik.uibk.ac.at/software/kbcv/experiments/kbcv2/
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column is labeled with KBCV plus the set flags. So the first column labeled KBCV-b-i-u gives
the results for KBCV without caching, term-indexing, and parallelization, while the last column
shows the results for KBCV using all three methods. What we see is that without optimization
KBCV can complete 85 out of the 115 systems and the average time for that is 13.4 seconds
per system. Without caching (columns three, four, and seven) we are not able to complete
additional systems, although we achieve a speed-up of about 2.6 using only term-indexing or
parallelization, and 3.5 using both of these methods. Only using caching (column two) already
establishes two more systems with a speed-up for the initial 85 systems of about 2.9. Caching
plus term-indexing (column five) already yields two more successful systems and a speed-up
with respect to the 85 systems of about 3.5. If we combine caching with parallelization (column
six) we get yet another system and a speed-up for the initial systems of about 4.0. Finally
KBCV using all three methods achieves a speed-up of 4.5 for the initial 85 systems. All found
proofs have been certified by CéRA [6].

4 Conclusion

Three different methods to enhance KBCV’s automatic completion procedure have been investi-
gated and compared. We have seen that these methods, most notably caching, achieve a huge
performance boost for the automatic completion procedure of KBCV 2.0.

If we look at the 115 systems we tested, we see that most of them only consist of about
10 to 20 rules and that the left-hand sides of those are also pretty small. When we work with
much larger systems with more complicated left-hand sides parallelization and term-indexing
become more and more important. We for example tried to only compute critical pairs for a
subset of the HOL Light [3] simpset (about 3000) rules. Without parallelization we had to cancel
the experiment after several days. Using parallelization KBCV was able to compute the 300,000
critical pairs in less than two hours.

A next step to further push the procedure would be to investigate different heuristics for
the selection of equations in the ORIENT-phase.
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Abstract

We develop a rewrite analysis for floating (moving) let-bindings in expressions of Aeyec,
the A-calculus with the construct letrec that is denoted by let (as in the programming
language Haskell). In particular we consider a HRS (higher-order rewrite system) for let-
lifting, which moves let-bindings upward, and another HRS for let-sinking, which moves
let-bindings downward. We show confluence and termination of the let-lifting and let-sin-
king rewrite systems, yielding the existence of unique normal forms. Our confluence proofs
use a critical pair analysis and the critical pair theorem to establish local confluence, and
the termination of these systems to obtain confluence by applying Newman’s Lemma.

Let-floating is an operation employed by transformations that simplify and optimize program
code as part of compilers of functional languages. For example the lambda-lifting transformation
of functional programs into supercombinators contains a step called ‘let-floating’ [4, 15.5.4]
or ‘block-floating’ [1], in which let-bindings are floated out (upward, we call it ‘let-lifting’).
Lambda-lifting transforms a let-block-structured program into a set of recursive equations whose
right-hand sides are supercombinators. This transformation has an inverse called lambda-drop-
ping [1], which contains the step ‘block-sinking’ in which let-bindings are floated in (downward,
we call it ‘let-sinking’). The use of let-floating operations in either direction for optimizing and
fine-tuning the execution behavior of compiled functional programs has been studied in [8].

As a more general concept, let-floating acts on expressions of Agyec, the A-calculus with the
construct letrec for formulating recursion and explicit substitution. We denote letrec as let like in
the programming language Haskell (no confusion should arise with the non-recursive explicit-
substitution construct let), but keep the symbol Ajgyec. In our terminology, ‘floating’ stands for
movements in either direction, whereas ‘lifting’ and ‘sinking’ indicate upward and downward
shifts in the syntax tree, respectively. Let-floating manipulates the structure of let-bindings in
Aletrec-€Xpressions, but preserves the unfolding semantics of the expressions (the denoted infinite
A-terms). A let-binding-group B can be lifted up toward the innermost A-abstraction that
has a free variable occurrence in B. A group of n interdependent let-bindings f = F(f) with
f= (f1,-.-, fn) can be sunk until an applicative term is encountered where both in its function
subterm and in its argument subterm some recursion variable f; with 7 € {1,...,n} occurs.

Our interest in let-floating stems from an investigation of the relationship between Agyrec-€x-
pressions and term graph representations for cyclic Ad-terms [3]. Translations of Ayec-expressions
into representing term graphs typically ignore the precise positioning of the let-bindings, and
instead extract the cyclic structure of the term. Therefore such translations map Ajyec-expres-
sions that are related by let-floating to the same term graph. For the definition of (left-)inverses
of such translations, it is desirable to obtain natural representatives of let-floating equivalence
classes by restricting the direction of let-floating operations to upward or downward.

We develop a rewrite analysis of let-floating. When decomposed into locally applicable
rewrite steps on Apyec-expression, let-floating operations typically move let-bindings upward or
downward over applications and abstractions, or merge different let-binding groups, given that
such steps do not interfere with the structure of the A-bindings. We formalize Agyec-expressions
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as higher-order rewriting system (HRS) terms [10], and define two HRSs that describe different
kinds of let-floating transformations as rewrite systems: let-lifting for moving let-bindings up-
ward, and let-sinking for moving them downward. In both cases let-bindings are split whenever
necessary for moves, and merged whenever possible. We show confluence and termination of
the let-lifting and let-sinking rewrite systems, and by that, unique normalization.

1 Let-lifting

We formulate expressions in (untyped) Ayec as HRS-terms [10] over the signature {abs,app} u
{let,,_in | n € N}, where abs: (trm — trm) — trm, app : trm — trm — trm, and for all n € N, let,, _in :
(trm™ — trm™*1) - trm over the base type trm. As an example, consider the Ajgyec-term:

Az.let f=g,g=zin fx abs(xz.lety-in(fg.(g,z,app(f,x))))

in familiar (first-order) notation and in a formulation as HRS-term. Here the index 2 in the
symbol lety_in indicates the number of bindings in the binding group of the let-expression. While
building on this HRS-formulation, we will generally use the familiar syntax for let-expressions.

We consider five schemes of rules for lifting let-bindings, see below. A step according to a
rule from (jes* @) or (1t @1) lifts a let-binding-group over an application. In steps according
to rules from (je; A), a let-binding-group immediately below an abstraction is either lifted over
the abstraction in its entirety, or it is split into a part that is lifted and a part that stays behind.
Steps according to rules in (let-in_ j¢.7) merge the binding-groups of two let-expressions where
one forms the in-part of the other. A step according to rules from (let_ o) lifts, out of its
position, the binding-group B’ of a let-expression that defines a recursive variable g in a let-bin-
ding-group B, merges B with B’, and adapts the definition of g accordingly. Sequences of steps
due to (exchange)-rules can rearrange the order in which let-bindings occur in a binding-group.

(e @) (let f=F(f) in Eo(f) Br — let f=F(f) in Eo(f) Ey
(letﬂ @1) EO (let fZ F(f) in El(f)) - let f: F(f) in EO El(f)
(Iet/'>\) AZ. letf F(f) g (f g,l’) inE(faga‘T)
let f = F(f)in \z. E(f,z) if g is empty

- F_ 7 if neither f
let f = F(f)in Az.let § = G(f,§,z) in E(f,§,z) -
nor g are empty

(let-in_1ee7) let f = F(f) inlet § = G(f,3) in E(f.9)
- let f=F(f), §=G(f,9) in E(f,5)
(let- 1) let f=F(f,g),g=leth=H(f g.h) inG(f,g.h) in E(f,g)
~ let f=F(f,9),9=G(f,g,h), h=H(f,g,h)in E(f,g)
(exchange) let By, fi = Fi(f), fis1 = z'+1(f) By in E(f)
~ let By, fin = Fu(f), fi = Fi(f), By in E()

Here we have used the familiar syntax of let-expressions instead of the underlying HRS-syntax.!

'E.g. app((letn-in (§. (z1(3),- - -, 2 (), 20(8)))), 21) — letn-in (. (1(9); -- -, zn(§),app(20(§), 21))) are the
rules of scheme (jot @g) in HRS-notation with the leading abstractions zi ...z 2021. on either side kept implicit.
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Note that an alternative formulation of (je¢.# A) that only can lift a let-binding-group over
an abstraction in its entirety, but that does not allow to split it, has a drawback. In order to
obtain the same let-lifting rewrite relation, also a rule for splitting binding-groups is required,
for example the converse of (let-in_ ;7). But then together with the rule (let-in_ je¢.7) itself,
which is needed for confluence, avoidable non-termination is introduced in the let-lifting system
(which is of a different kind than the non-termination caused by (exchange)-steps alone).

By R)e;.” we denote the HRS consisting of the first five rules above. By R)e;.%x We denote the
HRS consisting of all six rules above, thus the extension of R)e.” with the rule (exchange). The
rewrite relations of Rjet.” and Rjet.%x are denoted by jet.” and jet.%x, respectively. The rewrite
relation —.y is induced by steps according to the rule (exchange), and =« is the convertibility
relation with respect to —ex. The let-lifting rewrite relation 1ot 0N Aeyec-terms is defined as
the rewrite relation 1o, modulo =, that is (see below), by jet/ = =ex < let" - =ex. For example:

Mr.(let f=letg=xingin f)z et/ Mx.(let f=g, g=xin [z 1/ Mx.let f=g, g=2xin fx

is a et 7-rewrite sequence (and even a je.7-rewrite sequence) to a normal form. Another final
let 7 -step here yields the = -equivalent term Ax.let g =z, f = gin fz. Therefore 1ot is not
confluent. However, it will turn out that 1¢.7 is ‘confluent modulo’ =..

An abstract equational rewrite system A = (A, -, ~) is an abstract rewrite system (A, —)
that is endowed with an equivalence relation ~ on A. The rewrite relation —,.; of - modulo ~ is
defined as —/.; := ~ - — - ~. The class rewrite relation —[. of - with respect to ~ is induced by
—/.; on the ~-equivalence classes on A by: for all a,b € A, [a]. —»[.j [b]. if and only if a — /., b.

The rewrite relation — is called locally confluent modulo ~ (resp. confluent modulo ~) if
it holds: < - - C » - ~.« (resp. « - » C - - ~-«). The lemma below reduces confluence
properties for —,.; and —[.] to corresponding properties of a rewrite relation subsumed by —.,.

Lemma 1. Let (A, —,~) be an abstract equational rewrite system with ~ = <% for a rewrite
relation —. on A. Then it holds: if ~- — U —. is locally confluent (confluent), then —.; is
locally confluent modulo ~ (confluent modulo ~), and —.; is locally confluent (confluent).

The let-lifting rewrite relation [1cq]7 0N =ex-equivalence classes of Newec-terms is defined as
the class rewrite relation [je¢]/7 = 1et.7 [, ] (note that et/ = et /:ex/):

(L] et} [L]= te== Lyt L' (for all Aeyec-terms L, L") .

Lemma 2. 1o;7 is locally confluent modulo =ex, and (1617 is locally confluent.

Proof (Outline). We define a HRS Rjet /ox With =cx - 1et7 U —ex as its rewrite relation, by
extending Riei."ex through adding, for each rule p in Rye.”, all variant rules ps with respect
to =ex-permutation steps =, on the left-hand sides of the pattern of p. In this way each rule
scheme (o) of Rje.” gives rise to a rule scheme (U):ex of Rjet/ex. Then every step =2, - -, for
the rewrite relation =cx - 1ct//, where —, is a step according to a rule p of scheme (o) in Rie¢.7,
is a step —,, according to a variant rule py of scheme (cr):ex in Riet /ex-

Now it can be checked that all critical pairs of Rjet/ex are joinable. For example, solving a
critical overlap between rules (107 @p) in (ot @p)_,_ and (1ot @1) in (ot Q)_ :

(let f = F(f)in Eo(f)) (let § = G(g) in E1(g))

let = F(f)in Eo(f)let g = G(g) in E1(g)

(1et” Qo)
(17 @1) | (107 @1)
let § = G(g) in (let f = F(f) in Eo(f)) E1(3) let f = F(f)inlet j = G() in Eo(f) E1(g)
(tee @o) - (let-in jee 1) - =ex
let § = G(g) inlet f = F(f) in Eo(f) E1(§) >let § = G(9), f=F(f)inEo(f)E1(3)

(let—in, let /')
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Then the critical pair theorem for HRSs [6] [10, Thm. 11.6.44] (note that the possibility to find
all critical pairs for a HRS is based on a matching algorithm for HRS first described in [6]) yields
that =¢x - 1et.7 U —ex is locally confluent. From this, it follows by Lemma 1 that jot 7 = jet.” J=ex/
is locally confluent modulo =cx, and that 1) is locally confluent. O

Remark 3. This proof (or actually that of Theorem 6) could also be based on an HRS-analogue
of a critical pair theorem by Petersen and Stickel [7, Thm.9.3] for TRSs that are endowed with
an equational theory. Other versions of critical pair theorems for TRSs that are based on ‘critical
—-pairs modulo ~’ (e.g. Jouannaud [5]) suppose that — is ~-coherent: if t ~ s and t > t1, then
there there exist ¢; and s’ with t; - ¢} and s —»* s’ such that ¢} ~ s’. Yet the relation 't
here is not =¢c-coherent: while Ax.let f = Ay.y, g =z in f g admits an 1;.7-step according to a
rule of (jet” A), the =cx-equivalent term Az.let g =z, f = A\y.yin f g is a 1e¢.7-normal form. In
order to apply (an HRS-analogue of) such a theorem, the system has to be extended to one with
rewrite relation =ey - 1ot by introducing variant rules as in the proof above (also done in [7]).

Proposition 4. 1o/ and 1e;]7 are terminating.

Proposition 5. In every ot/ -normal form, subterms starting with let occur only at the root
or below A-abstractions. The same holds for every term representing a [1e1]7 -normal form.

Theorem 6. [1.;)7 is confluent and terminating, and has the unique normalization property.

Proof. From Lemma 2 and Proposition 4 by Newman’s Lemma [10, Thm.1.2.1]. O

2 Let-sinking

A candidate for a rewrite system for sinking let-bindings is the HRS that arises from the let-lif-
ting HRS Ry~ by reversing all of its rules. Unfortunately the resulting system is not confluent.
The problem is that the splitting rules for binding-groups, the converses of rules in (let-in_ 1),
allow to sink, for a let-binding-group with two independent parts, each part into the other, so
that, in many situations, the results cannot be joined again. We note that adding (let-in_ ;. 7)
would remedy the situation, but at the cost of yielding a non-terminating let-sinking system.

Here we disallow the splitting rules for let-binding-groups altogether, but keep their converses
from (let-in_ 1¢;), yet now call the scheme (**\ let_). Yet we integrate the splitting rules
into those let-binding-movement rules for which sinking of entire binding-groups is not always
possible, namely rules for sinking let-bindings into the left or right subterm of an application,
see the rule schemes (it @g) and (1o @;) below. As reflected in rules from (***\ \), let-bin-
ding-groups can always be sunk into a A-abstraction. The rule (let_'**\) is the converse of
(let_10t.7). So we consider the following five rule schemes for sinking let-bindings:

(et @o) let f=F(f), §=G(f,9) in Eo(f,§) E1(f)
(let g= G‘(g‘) in Eo(g)) E if f is empty
" et F= F(yin (let g = G(F.9) in By(f.g) Ea(f) I reither S
nor g are empty
(et @1) let f = F(f), §=G(f,§) in Eo(f) Er(f,3)
Eq (let § = G(g) in E1(9)) if fis empty
- LA if neither f

let f = F(f) in Eo(f) (let j=G(f.9)in El(f’g)) nor § are empty

('\A) et f= F(f) in A E(f,z) — Aa.let f = F(f)in E(f, )
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(N let.) let f=F(f)inletg=G(f,g)in E(f,§) — let f=F(f),d=GC(f§)in E(f,q)
(letflet\) letf:F(f,g),g:G(f,g,ﬁ), E:Ij-](fagaﬁ) inE(f,g)
— let f=F(f,g), g=let h=H(f, g,h)inG(f,g,h)in E(f,g)

and additionally, the rules of the scheme (exchange) from Rye.7. By R'**>« we denote the HRS
consisting of the five rules above, and by R'*"* its extension with the rule (exchange). The
rewrite relations of Ry and R'°“* are denoted by 'y and ° respectively.

Since the binding-group merge rules with induced rewrite relation —erge are part of both
Ry, and R (in the schemes (let-in_ 1o;7) in Riee.” and (1**\ let_) in R'°*.), the induced
let-lifting and let-sinking rewrite relations are not precisely each other’s converse. See e.g.:
let/!

le

Ar.let f=2,91=092f,92=g1fingiga | Az.let f=xinlet g = g2 f, g2 = g1 f in g1 g2

slet
Observe that the term on the left is a '***v-normal form, and that the % ¢¢-step is a < merge-step.
This example also shows that let-sinking does not always stack let-bindings as deeply as possible.
This, however, is consistent with the definition of ‘lambda-dropping’ and ‘block-sinking’ in [1].

Proposition 7. Every '“-step is either a —merge-Step or the converse of a 1047 -step followed
by at most one —merge-step. Every ie. 7 -step is either a —merge-step or the converse of a lety -step
followed by at most one —merge-step.

et 0n Aeyes-terms is defined as the rewrite relation *t
[let]\
on =ex-equivalence classes of Aierec-terms is defined as the class rewrite relation fetly := let\[ 1

“ex

The let-sinking rewrite relation

modulo =y, that is, by: ¢\ = ety =) = Zex % - =cx. The let-sinking rewrite relation

As an example we consider the following '**\.-rewrite sequence (it is actually a "> -rewrite
sequence) to normal form (this is the converse of the example above for je¢.7):

Melet f=g, g=xin fz '\ Az.(let f=g,g=zin f)z **\ \z.(let f=let g=xingin f)x

For similar (trivial) reasons as explained for .7, also let\ is not confluent. But while 1017
is confluent modulo =y, this is not the case for **\., and neither is !°*)\ confluent, yvet. In
order to see this, consider the following forking '**\.-steps:

Az Ay (let f=Xz.zinz)y 2 Az. dy.let f=Xz.zinzy N Az dy.z (let f = Az ziny)

Here the =.c-equivalence classes of the reducts (obtained by rules in (jo;.7 @g) and (1ot @)
respectively) cannot be joined, because the redundant let-binding f = Az. z cannot be removed.
Therefore we extend the system by two rules for removing redundant and empty let-bindings:

(reduce) let f = F(f), g = G(f,) in B(f) ~ let f = F(f) in E(f)
(nil) let inL - L
which can be called rules for garbage collection (in analogy with literature on explicit substitu-
tion). The rewrite relation —g is induced by steps according to the rules (reduce) and (mil).

The let-sinking/reduce rewrite relation **\8¢ is defined as the rewrite relation °**« U—4. modulo
=ex, that is, by: 1ot = (It y _)gC)/=ex/ = = - (MU —gc) - =ex And the let-sinking/reduce

rewrite relation UetIN[2] on =ex-equivalence classes of Agyec-terms is defined as the class rewrite
relation [etl\ [eo] .= OB
Using these relations we can join the forking steps from above as follows:

Ar. Ay (let f=Xz.zinz)y >4 Az Ay. 2y <o Az Ay.z(let f =Xz .z iny)
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Remark 8. In [2, 9] we introduce and study a rewrite system (formalized as a Combinatory
Reduction System) for unfolding Ajeyec-terms into infinite A-terms. This system contains a rule
scheme that enables more general steps than those of the scheme (reduce), namely:

(Q?duce : letrecfi=Ly...f,=LyinL — letrecf; =L; ...f; , =L; inL

(if fj,..., f;,, are the recursion variables that are reachable from L)

However, due to the presence of the rule scheme (exchange) in the systems we consider here,
every step according to a rule of (grved“ce) can be simulated by a number of —q«-steps followed
by a step according to a rule of (reduce). Thus the syntactically easier rules of (reduce) suffice
here. The availability of the rules of (exchange) also enables the use of the rules (it A) and
(**\@;) (i €{0,1}) in which a call graph analysis is enforced by a pattern of rather easy form.

Lemma 9. **\.8° is locally confluent modulo =cy, and 1IN[8) s locally confluent.

Proof (Idea). Similarly as in the proof of Lemma 2, a critical-pair analysis is carried out
for a HRS R''\8° with ey U =ex - (®'y U =) as its rewrite relation. Here the analysis is
more laborious (two more rules), and considerably more tedious (for three schemes, (10t @),
(1t @), and (let_'¢*\), the rule patterns create splits of let-binding-groups, which in order
to join critical steps requires a careful analysis of the possible call graphs between let-bindings
in their source term). The lemma folows by the Critical Pair Theorem of [6] and Lemma 1. O

Proposition 10. '8¢ gnd UetIN{e gre terminating.
Theorem 11. [etl\ el g confluent, terminating, and has the unique normalization property.

The properties stated for [°tI\[&¢] in Thm. 11 and for [let]” in Thm. 6 can also be shown
for the extension [°t] 7[ec] of the let-lifting rewrite relation 17 by incorporating —g.-steps.
Finally, a comprehensive HRS for let-floating in both upward and downward direction, and for
reducing binding-groups can be obtained by gathering all rules underlying 1o¢.# and '°*\8¢,
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