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f5l) P =(P)=(P+P)
=(a+P)=(a+(P))
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5. Context Free Language (2):
(Text 5.2)

5.2. Parse Tree
The process of derivations

are usually described by
Tree Structure.

EX) P =(P)=>(P+P)

5.2.% K HiRORA) (30
- HAEH): A, CSTIESRNILEEDER,
— K@) Z DD AT,

- K IERMNLTHIENTZEDT,
BABRAZLED,
- R RKOHEDIER.
(BEMIC)—FBLIZH
- BFEFR ATHENEZODTEADSSL. RISE
WESEH. T3 THRLAZEFELNS, (CSTIRIDBIZH
WMoFAFRZEDITD)
— E1DOBDIZLMDEAD>TLEWES
1. ERVIFTERvOEENDOFR
- RHEIFH <2 THAVOFROFHIEZVvOFR
3. ERVOEEDORIEVDEHE
- FHEEOFELEEDFIERFIEIND, (BEFDEXK)
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=(a+P)=(a+(P))

=a+(P+P))

=(a+(a+P))

=(a+(a+a)) 2/34
Arc (“ edge’

5.2.* Tree
—  Node (vertex): Point. Rectangle with label.
— Arc (edge): Line joining two nodes.

—  Tree consists of nodes and edges,
which contains no cycle.

— Root: One special node in a tree
(Usually) it placed on the top.

— Parent/children: For two nodes joined by an arc, the
node closer to the root is parent, and the other one is
child.

— Leaf: a node associated to exactly one arc.

1. Node v is its ancestor and successor.

—  Ancestor/Successory 2. A child of a successor is successor.

3. A parent of an ancestor is ancestor.
—  Left child and right child are distinguished. (So-called
ordered tree.) 434

5.2.1. X ARDERK
& G=(V,T,P.S) [T L T, GO AR EIL.
LT O&EEE-TK:
1. ETHWESRIZEVEERIFES) NI
2. EOSRNLIERDENRN—D
1. TOEZREENRHO>TNSIES)
2. VOBERFEEHEHEROES)
3. E(EDENEOM—DFHOLE)
3. ETHVWEEDSRILAAT, FOISRNILNEMD
X1, Xy ooy Xy
5. G XU TOERBEZERED

A= XX Xy
/: :\ > P—(P)

5.2.1. Construction of a parse tree
For a grammar G=(V,T,P,S), the parse tree of G
is a tree that satisfies the following conditions:
» Inner nodes (non-leaf) have labels in V
(Nonterminal)
» Leaf has one of the following labels
» Element in T (derivation ends for the node)
» Element in V (derivation does not end for the node)
» € (the leaf is the unique child of its parent)
» For each inner node of label A has children of labels
X1 Xo oois X
G has the production

rule A — X, X,... X, > Ppo(P)




5. XARB BSUEEEFE():

(TFAR5.2)

5. Context Free Grammar (2):
(Text 5.2)

5.2.1. Construction of a parse tree
Ex)
G,={{P}. {0.1}, A P}
A:P—¢g|0|1|0P0|1P1
The derivation of 10100101
P=1P1=10P01=101P101
=1010P0101=10100101
The parse tree of 10100101
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52.1 BXARDIEK
1)
G,={{P}, {0.1}, A, P}
AP —&|0|1]0PO|1P1
10100101038
P=1P1=>10P01=101P101
=1010P0101=>10100101
1010010103k
5. XAkE B EESFE(2):
(FFZR5.2)
5.2.2. X ARDHER
AR
1 BOSRAMHRES
2. ROFAUNTATHRERSH €
DLE EDSNNEEMDEAL:
LFIEMIARDARLES,
(cf.ac=€ca=a)
[1] [
[BUAI] 0% G ISk o THH SN AHEORA g
=Xik G OWXADHRTHHEORE 10100101
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5. Context Free Grammar (2):
(Text 5.2)

5.2.2. Yield of a parse tree
Suppose a parse tree satisfies
1. the label of the root is start symbol
2. all labels of leaves are terminals or €.
Then the string obtained by the sequence
of labels from left to right is called ‘yield’
of the parse tree. (c.f.ac=€a=a) . .
Il

[Observation] The set of words derived from G
=The set of yields of the parse tree of G. 10100101
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5. XARE BXGEEEEE(2):
(FFAF5.2)
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- HHEEZSHEREEH)
Hi58 522 GHRIR R0 S XTI
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5. Context Free Grammar (2):
(Text 5.2)

5.2.3. Recursive Inference-Derivation-Parse Tree

* Recursive Inference
From a Word (=Terminal symbols) to the Start symbol
(Nonterminal symbol)

— Derivations (Leftmost derivation and Rightmost derivation)
From the Start symbol (Nonterminal symbol) to
aWord (=Terminal symbols)

— Parse Tree
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5. XARBHAXEEEFEQ):
(TFAR5.2)
5.2.3. #iR- BH - EBXK
Xk G=(V,TPS) ISDWLWTUTFIXT R TEME:
1. BIFEEI w DL S NEIRMICHER

TED
2. SSw
«3—-2,4-2 [XEHEA
3 SSw *5—3, 54 [E3HFH
%
4 53w 1-5,5-3, 21 R T,
5. SEIREL.WERRET DENXANFE, 1373

5. Context Free Grammar (2):
(Text 5.2)

5.2.3. Recursive Inference - Derivation-Parse Tree

For a grammar G=(V,T,P,S), the followings are equivalent.
1. From aword w, the start symbol S can be recursively

inferred.
2. sSw
*
3 S ; w «3—2, 42 : trivial
x 553, 5—4 :symmetric
4 szw We show 1—5, 5—3, 2—1.

5. There is a parse tree such that the label of the root is S, and
its yield is w.
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5. XARE EXEEERE(Q):
(FHFRF5.2)

5.2.4. BIRMHERH DB IR~ (1—5)

[E¥] CFG G=(V,TP.S) IZXL . BIRMIHERTE w
HNEHSDOEEICELTVSLHL, SEIRELT,
WERBRETDEXANFET D,

FER]w A S DEEICBLTVNAIEETTHEO
2Ty BIRME.

[EREw A S HhOIRTYTTEHTEDEE
HERFREI SSw AP IZAS TS,
L= >oTHEX AN FE.
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5. Context Free Grammar (2):
(Text 5.2)

5.2.4. From Recursive Inference to Parse Tree(1—5)

[Theorem] For a CFG G=(V,T,P,S), if w can be inferred to the
start symbol S, there is a parse tree T such that T has a root
with label S and yield w.

[Proof] Induction for the number of steps of the derivation to
check if w is inferred to the start symbol S.

[Base] w is derived from S with one step.
P contains the rule S—w.
Hence there is a parse tree (right figure).
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5.2.4. BIRBIHER D DHEITARA(1—5)
[ ¥] CFG G=(V,T,P,9) XL . BIRMIHMRTIE w B EHK S
DEBICBLTWLSLL. SERELT. WERRLT D
BXANEFEET D,

[FEEIw A S DEEICELTWAILERTEHORTYS
BIZET BIEME,
[Rfh] w AS S M5 n+l ATV F(n>)TEHTEDES
[REDIRE] G ITBLNTE X NEH B DEEICEL
TWT. MDA B SN RTFYTUTTEHTESK
5 BERELT xERRLETIEXKRNEE,
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5.2.4. From Recursive Inference to Parse Tree(1—5)
[Theorem] For a CFG G=(V,T,P,S), if w can be inferred to the
start symbol S, there is a parse tree T such that T has a root
with label S and yield w.

[Proof] Induction for the number of steps of the derivation to
check if w is inferred to the start symbol S.
[Inductive step] Suppose that w can be derived from S with
n+1 (n>1) steps.
[Inductive hypothesis] On G, if a word x is inferred to a
nonterminal B, and x can be derived from B at most n steps,
there is a parse tree T' such T has the root with label B, and
yield x.
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5.2.4. BIRHIHERN SR (1—5)

[FEBA]w A S DEFEICELTWAILERTEHDRATYS
HICET DR,
@Rl w A S M5 n+l ATV F(n>N)TEHTEDHE
[IBEEDIRTE] G ITBWLWTEXMNEH B DSEIZEL
TWT.HD XM BHID N ATV TUTTEHTESA
5. BEIRELT X EHRET DHEIXANGFE,
wlE S M5 n+l ATV TTEHTELD T, P (FAERIREAI

S — X Xy Xy

£ M0
X, Sw,

W = Wy W,... W

EFIT XS W, Wy, ..., w, BEFET D,
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5.2.4. From Recursive Inference to Parse Tree(1—5)

[Proof] Induction for the number of steps of the derivation to
check if w is inferred to the start symbol S.

[Inductive step] Suppose that w can be derived from S with
n+1 (n>1) steps.

[Inductive hypothesis] On G, if a word x is inferred to a
nonterminal B, and x can be derived from B at most n steps,
there is a parse tree T’ such T’ has the root with label B, and
yield x.

Since w can be derived from S with n+1 steps, P has a
production rule

S = X Xpee X
and there are substrings w;, W,, ..., w, such that

*
X, >w,
W = Wy W,...W,.
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5.2.4. BIRMIHERD DHEIARA(1—-5)

[R$h]w A S M5 n+l ATV F(n>)TEHTEZHA
[R#EDIRE] G ITHLVTE XN EH B DEEEICEL
TWT AD XA BAS N ATYTLUT TEETEDR
5. BEMELT X EHRET DEIANFE,
W& S HD n+l RTYT TEHHTELD T, P (XA
S = XX, X EEB, D

X, Dw, ((ATYT U T CEHETES)

W = Wy W,... W,
Eim=3 XF5 wy, Wy, ..., W, BNFEET S,
GIZTBWTE w, (FEH X, DEFEICEL. MDD n ATy
TUTTHHETELOT, BRMEDNRELY. X ZREL
TWERRETDEXADNELET B,

21/34

5.2.4. BIRMIHER D DHEIARA(1—5)
&I w AS S A n+l ATV T (N> 1) TEHE TESIHE
W& S D n+l RFY T THEHHTESD T, P IXERRA
S = X, Xy %
#1565, D
Xi =>wifw =W Ws.. Wy
=T XFEH wy, Wy, ..., W, BNEET S,

IEMEDRESY. X ZRELT W, ZBRET DEXARNTE
EY %, choDEXARMNLUT DEIXAREERT HE. S H
LwEEHTIMIKELD,
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5.2.4. From Recursive Inference to Parse Tree(1—5)

[Inductive step] Suppose that w can be derived from S with
n+1 (n>1) steps.

[Inductive hypothesis] On G, if a word x is inferred to
nonterminal B, and x can be derived from B at most n steps,
there is a parse tree T' such T has the root with label B, and
yield x.

Since w can be derived from S with n+1 steps, P has
a production rule S — X, X,...X,, and there are
substrings wy, w,, ..., w, such that

X, Sw,

W = WyW,y... Wy
In G, the words w; is inferred to symbol X;, which
can be derived at most n steps. Hence, by inductive

hypothesis, there is a parse tree with the root labeled
X; that has yield w;.

22134

5.2.4. From Recursive Inference to Parse Tree(1—5)
[Inductive step] Suppose that w can be derived from S with n+1
(n>1) steps.

Since w can be derived from S with n+1 steps, P has a
production rule S — X;X,...X,, and there substrings w,,w,,...,
such that

X; Sw,

W = Wy W,... Wy
By inductive hypothesis, there is a parse tree with the root
labeled X; that has yield w;. From the parse trees, we construct
the following parse tree which derives w from S.

Wi
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5. XARBHEEERE
(TFAR5.2)

5.25. X AN LREEHA(5—3)
BEREMIZIE... d
BXAREEBET =
FEEAERTD
CEITHIET %o

1) P=(P)=(P+P)
=(a+P)=(a+(P))
=a+(P+P))
=(a+(at+P))
=(a+(at+a))

5. XARE HXELEEFE(Q2):
(FHFRF5.2)

525 X AMOREEHA(5—3I)
[E#] CFG G=(V,TP.S) IZHL. EH S #AREL. w ERRL
FTEIREIXAKRDHBNIE. G OREEL S2w NEET S,

[BEE] KDBEE i 2DV TDIRIMETIERT 5,
(ROEE = REMNSRETOILOEHR DR KAIE)
ADOBEMNODEEFRLHEVD T, THhIFHIKRTIE
W LIz TERDHEIARADESDOR/IMEIEL,
[BHE] =10 &E: Sow ARBIIZA- TN,

ChIFRESH,
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5. Contextmr (2):
(Text5.2 ()

5.2.5. From Parse Tree to Leftmost= ‘k

Derivation (5—3) (

Intuitively, Depth first (and left

first) search for the parse tree gives
the leftmost derivation.

Ex) P =(P)=(P+P)
=(a+P)=(a+(P))
=a+(P+P))
=(at(at+P))
=(a+(a+a))

5. Context Free Grammar (2):
(Text 5.2)

5.2.5. From Parse Tree to Leftmost Derivation (5—3)
[Theorem] For a CFG G=(V,T,P,S), if there exists a parse tree
with the root labeled by S and yield w, there exists the
leftmost derivation S?w of G.

[Proof (Sketch)] Induction for the height i of the tree.
(The height of a tree_= the maximum number of edges
from a leaf to the root)
The tree of height 0 consists of just its root, which is not a
parse tree. Hence, the smallest parse tree has height 1.
[Base] i=1: S—w is a production rule, which is a leftmost

derivation.
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525 X ARMNOREZHA(G—3I)
[EH] CFG G=(V,TP,S) ITHL. M S EREL . WwERRET
SEXADHNIE. G DREFE Spw AAFET .

[B&EE] RDES i ITDOVWTDIRIKETIERT 5,
[fR#n] iZ200&E:

BOINILESEL. S DFHRDINILEEDD X X, xk:&?éo

BEOREND. & X DR w, ISHLT. BEBE X 2 w ¢

#ET 5.

W= W,W,... W, THDo
B 52X, X X, DB,
RESH

SDW,W,... W
MR TESILETRT ERMICIE j=1,2,... K IZDLVT,

SPW Wy .. Wj Xjog... Xy

THHZEE | IETHRMETTY . (LUTHE) 20034

5.2.5. From Parse Tree to Leftmost Derivation (5—3)
[Theorem] For a CFG G=(V,T,P,S), if there exists a parse tree with
the root labeled by S and yield w, there exists the leftmost

derivation S2w of G.
[Proof (Sketch)] Induction for the height i of the tree.
[Inductive step] i=2:

«  Let S be the label of the root, X;,X,,...,X, be
the labels of children of the root
from left to right in this order.
By the inductive hypothesis,

for each yields w; of X;, there is
the leftmost derivations Xiz?wi.

WS W W, W

From a derivation S X;X,...X,, we

construct the leftmost derivations ngwlwz. W

To do this, for each j=1,2,... k, we show S%wlwz...wj Xiage--Xe

by an induction of j, which is omitted here.

30/34




5. XARBHESGEEEEE(Q):
(FFRR5.2)

5.2.6. BHALBIRMHER~N(2—1)
[EH] CFG G=(V,T,P,5) IZ®L T, EH sSw AL, w A
SOEBEICERTHILLIBRIMERICI>THEIDLNDS,
[RRSE] & SDw D ESICEIT BieiEICLS.
[E#] RSH 1 DEE: S—w AERIRBIICA-TLS,
LI > TIRTYT OB RMHERICIURHIRTES,
DR B SSwORSA 1 EL. RENUTOTART
DERINFIRBHRICL>THEMDOENDET S,
BHIEERREAI S— X, X,... % [2&Y
SX Xy X DW
EVLVSHTRIATES, 3134

5. Context Free Grammar (2):
(Text 5.2)

5.2.6. From Derivation to Recursive Inference (2—1)

[Theorem] For a C*FG G=(V,T,P,S), if there is a sequence of
derivations S=w, the start symbol S can be recursively
inferred from a word w.

*
[Proof (Sketch)] Induction for the number of the derivations S=w.
[Base] Number=1: S—w is a production rule.
Hence one step inference gives S from w. .

[Inductive Step] Suppse that the number of the derivations of S=w is n+1,
and any derivations less than n times can be checked by a recursive
inference. Then, the derivation can be represented by

SX Xy X DW
for a production S— X;X,...X, .
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5.2.6. BHALEIRHHER~2—1)
[EH] CFG G=(V,T,P,S) IZ®L T, B sSw AL, w A

SOEEICBRTHENBIRMERICE > THENOOND,

[R&SE] EH SSw ORSICET 2RMEICLS,

[IR#] B SDSwOREIAN n+l L. BEn LUTFDTRT
DEEINBROERICI>THEIMOONDLET S,
BH(EERRE] S— X, X,... X 1T&kY

SDX Xy X DW
ELOSHTRETED, I
» XBw, (1=i=k)

» WEWW,... Wy .
THY. BIEDREND. TRTOEH X=>w, &
BREHRICESTHENODND, LIz T

S=Xo X, Xy ECNDDHEERM S W H S DEFE
ICETAIENHERICE>THENDOND,
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5.2.6. From Derivation to Recursive Inference (2—1)

[Theorem] For a C*FG G=(V,T,P,S), if there is a sequence of
derivations S=w, the start symbol S can be recursively inferred
from a word w. .

[Proof (Sketch)] Induction for the number of the derivations S=w.

[Inductive Step] Suppse that the number of the derivations of sSw
is n+1, and any derivations less than n times can be checked by
arecursive inference. Then, the derivation can be represented
by S=X;X,...X,=w for a production S— X;X,...X, .

Moreover,
XSw, (1<i=K)
W=W,; Wy, ... W
and inductive hypothesis, each derivation Xiéwi can be checked
by a recursive inference. Thus, S—X,X,...X, with the
inferences, w can be recursively inferred to S.
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