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Randomized Algorithm
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[REMFLTUXLEERTLTURL] Deterministic and Randomized Algorithms
REMTILTIX A Deterministic Algorithm:
ANDRLCLESIERCEMEET 5. Its behavior is the same if input is the same.
FITVZXLIZESTREDEHERIFANEITTRES. The worst case for the algorithm is determined by input.
BARFILTIVX L Randomized Algorithm:
ABDRELCTHEBIZE>TEENEDS. Behavior may be different for the same input.
FITYXLIZESTHREDHEIL, BB L->TRFES. The worst case is determined by random numbers.
SREOSHENFEELIZY =>worst case rarely happens
NAELBEBADRKOHE The largest effect of introducing random numbers.
EEERAWNZZITIUX L Algorithms using random numbers
EVTALA-FILTYX L Monte-Carlo Algorithms
EE->TWL D hENGELD, BT RIONEERT. Its output may be wrong, but some output is always returned.
SARHR-FINTYX L Las Vegas Algorithms
DFEERT EFBROENA, EERTHECEIHT Although it may fail to find a solution, but if it finds any
ELWEZRY a solution it is always a correct solution. s
ETALO-FLTYZL |

FEIREP30: BLF|[CBEZ N2 RDERDF NS, BREELT
BEZAoN =T —2IZHBIEL, HAIVFAEZIBERERD L.

NMEDT—E2HEEFa[IcEZLoNTNSETS.
ERIDERNY—LShTUONIE, 20FEFRIZEKYO(log n)E]
DHET+5.

—hEhTWAETIIE, BlT—2qIcRELEVERER DT
BIZIEnE D LEEABEIZIS.

BRLEVWERERDDICIZHOLBEADEITLED.
TIE, BESRERERDDEITELZRICFREN ?
EBEES-TILTURL
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Monte Carlo Algorithms

Problem P30: Given a query data g, find an element closest or
seemingly closest to g among those elements stored in an array.

+ Assume that n data are stored in an array a[].

- If they are sorted in the array, O(log n) comparisons suffice by
binary search.

« If they are not sorted, n comparisons are required to find one
closest to a query data q.

A number of comparisons are required to find the closest element.
Then, is any speedup possible to find only a seemingly closest one?
randomized algorithm
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REEP30": BEFICEZ NS HDEROFMS, BFELT
BZoNf=T—2EDRIIENTEED20%LURDERD
BRERDL.

7 L= X LP30-A0:

AN EBHaIcBzRohi-nBOERLEMT—4q
EeGla[]DEEMNS(0.8n+1)BFEETOERELLLELT, M
T—RICRVEVEREFELLTRT.

EROTLTIVALTREEREDBONEBZSHEREHNDMD,
ZOPTRLERMSEVERIIFEOEREH-T.
LiL, StERREA0.8nIZLEBITSH. DFEY, O(n).

Problem P30": Among a number of data stored in an array, find
any element that is within 20% in the order of closeness to a data
given as a query.

Algorithm P30-A0:

Input: n elements stored in an array a[] and a query data q
Comparing g with the first through (0.8n+1)-th data in the array a[],
return an element closest to the query data q as a solution.

Since the above algorithm examines more than 80% of the elements,
the element closest to g among them satisfies the requirement of the
problem.

HoEEEIETER LD ? However, it requires time proportional to 0.8n, that is O(n).
Is any speedup possible?
7144 8144
FIILTY X LP30-AL: Algorithm P30-Al:

AA:EHa[IcERSN-nEDEREEMT—4q
BB Lo TEF|D T T LEERE20ERYHL,
ZOHRTHEET —HIELEVEREELLTGRY.

SOTNTVALFBTEERYA, BEHNELDEFRAEL
&oT, EVTHLO-FTILIVX L

ZO7NTYRXLDENEE STV HERERTLELS.
ROELDIE, BRqEDESITENTEEAD20%LURDIEE
NEFXR. TOLIHBEROEEZEA®Q, 02)ELES.

—DNEHRMNESA(, 0.2)ICA-TLVAHERIFL/S.

12, £EBAQ, 0.2)ICADTWAEW(RIEMED) HERIF4/5.
FILTVXLDOENTERTHLDIE, FEEHI20EFELE.
FOWERL, (4/5)20=0.0115292...
2FY, 100EIZ1ECHLULMEEDARL !

Input: n elements stored in an array a[] and a query data q
Choose 20 elements randomly from the array a[] using random
numbers and return the one closest to the query as a solution.
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Although this algorithm always returns a solution, but it is not always
correct. => Monte Carlo algorithm

Analysis of failure probability of the algorithm
What is required is an element within 20% in the closeness to g.
Let A(q, 0.2) be such a set of elements.

Probability that an element is in the set A(q, 0.2) is 1/5.

(failure) Probability that an element is not in the set is 4/5.
A solution of the algorithm is not correct when it fails to find a correct
solution 20 times consecutively, with probability (4/5)2°=0.0115292...

That is, it fails only once in 100 trials.
10/44

FEEMREELS-1: FRVOREEZ0.0LATICTT HICIIAED
BREFVFLICRYHT LIICTRIEENN?
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Exercise E13-1: How many elements should be taken randomly
to make the failure probability less than 0.01?

Exercise E13-2: We want to find an element that is within 10% in
the closeness to a query data among a million elements.

(1) How many comparisons are required to have a correct answer
using a deterministic algorithm?

(2) How many comparisons are needed to find a solution with
failure probability at most 0.01 using a randomized algorithm?
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Formal argument

When a set S of data are stored in an array, we want to find an element a[i] of S
that is sufficiently close to a query data g with high probability.

A formal expression of a notion that an array element a[i] is sufficiently close to
aqueryq:
Condition 1: “For a small value &, at most & |S| elements of S are closer to q
than a[i].”

High probability:
Condition 2: “For a small value &, the probability that an element satisfying
the condition is at least 1— & .”

The probability that a randomly chosen element does not satisfy

the condition 1 is 1— & . The probability that none of k chosen

ones satisfies the condition 1 is less than & when (1— € )< &

=>If we choose randomly k=log & /log(1— € ) elements, then we can

find an element sufficiently close to a query with high probability.
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Las Vegas Algorithms

Algorithms using random numbers
Monte-Carlo Algorithms
Its output may be wrong, but some output is always returned.
Las Vegas Algorithms
Although it may fail to find a solution, but if it finds any
solution it is always a correct solution.

Problem P31: Given terminals arranged on the gridded wiring
region and wiring requirements, find a wiring pattern so that the
maximum number of wires passing between two blocks is minimum.

We restrict ourselves only to two-terminal nets and each net is
realized using at most one bend.

The number of wires between two blocks is called the congestion.
Want to find wiring routes with minimum largest congestion.
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HIE:
1 51 7 1 5
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Example:
1 5 7 1 5
1 i T
—5
4 4
— - s
|
3 ——|—| 3
2 2
I I
| W )
1(6 7 116 7
Max congestion=3 Max congestion=1

Since there are 2 routes for each net, there are 2" different routes
in total.
So, a naive algorithm takes at least 2" time.

18/44




2Ra, b D 2iEY O EHREER
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Two different routes between two points a and b
0-route=horizontal line incident to a and a vertical line to b
1-route= vertical line incident to a and a horizontal line to b

a O—l a 1 a a
b b b b
0-route 1-route 0-route 1-route

Distinction between 0- and 1-routes is independent of relative
location of terminals a and b.

If the two terminals have the same y- or x-coordinate, then 0-route
is identical to 1-route.

Generating a 0-1 random number for each terminal pair, we can
determine either route randomly.
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FILTY X LP3L-AO: EBERETILTYZXL:
AN NKROEBRERET 221 FRDESERH.
fori=1ton{

OMLDEZELHELBUIEERT B,

iBHE DERBBRE-BELEDD;

}

TNTNOEEZEBRT HEBORBDORKEMaxERDHS;
if max =d then ZORBW/NNE—2ZHALTET,;

else KEAEHREL TR T,

COFTLTYVALIF, BFEERTEFIROEN, EERT
EEICE, ZOBRRRNERENILUADIDOTHS.
R, ERARSNIEELATDIZHOMNEID.

KEDHITIE, RKNEHELLAO@ELN2EYLHIEL. £ET
21=128@Y DEHR/NNFI—2 DN HBD D, ERNBONIFEEL
1/64TLMELY. DFEY, 64EICT1RILMNEZEMN BN o

Algorithm P31-A0: Route Finding Algorithm 1:
Input: A set of 2-terminal nets and an integer d.
fori=1ton{
generate a random number r taking 0 or 1;
determine the i-th route as r-route;

find the maximum number max of wires passing through block
boundary by checking all block pairs;
if max =d then stop after reporting this routing pattern;

else stop after reporting the failure;

Although this algorithm does not always report a solution, if it does,
the solution is always the one with maximum congestion at most d.
The problem is how high the probability of getting a solution is.

In the previous example, there are only two patterns with max congestion 1.
Since there are 27=128 patterns, the probability to obtain a correct solution is

only 1/64. That is, we find a correct solution once for 64 trials.
22/44

| REEHADISEIERT LTI L |

iBEDEKOBRBE2DDHMEBEHERAVNTRETS:

Xio=1 BEARIDIEBRMO0- BB D LZF,

Xio=0 ZNLIN D EEF(L- IR D EF).

X1 =1 FRARI DR A 1B D LE,

X;=0 ZNLLS D EE(0-FFRBR D £F).
£FI70VIBDEWIZDNT, TO0-BEHI W E BB T H&5%
EROBSDEESET LT5. T, HREKRICEDS.

COEE, ENRBITONTHELLNDRBERRT 505,

Xotxp=1 i=1,2,...,n.
FIO0VIRDEW ZEBT SEREDOARBAILUATHLENS
S,
szTbO Xjo ZJeTm X =d,j=1,2,...,m
ERETES. =1L, mET0OvIROBROERTHS.

Randomized algorithm based on probabilistic rounding

CNEEERVHEMETHS. 23144

The i-th route is specified using two logic variables.
X;o=1 if a route for a net i is O-route,
X;,=0 otherwise (when it is a 1-route).
x;;=1 if a route for a net i is 2-route,
X;;=0 otherwise (when it is a O-route).
For each block boundary w,, a set of wire numbers whose 0-route
passes through it is denoted by T,,. T, is also determined.
Then, we have to choose either route for each net, we have
XigtX;=1 1=1,2,..,n.
The condition that at most d wires pass through w, is expressed as
2 oo Xo + 2 jerer X =d,J=1,2, ., m,
where m is the number of block boundaries.

This is a Integer Linear Program.
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- X1oHXggtXsp =0,
L > i X% =d,
Xgo+¥=d,
Xyo+Xeo Xy =0,
Xgo+Xyy s =,
. 3 XgoXg+Xgo =0,
_! Xyo+Xe Xy =0,
2 Xy Xy =,
Xt Xeg X0 =0,
SIS SaTnsd
0-§R % \ TR

CDEEEBTHDIE, EHRLIODO-FXEE,
ERARADO-1RER, ERFRODO-RERIZMD,
g TR ERIE

<
Xyg+XgtXg=d

otH
P

o

6 7
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Example:
1 5 —

XyoXggtXgp =0,
Xy +%e =d,
Xgo*¥pp=0,
X1o*Xso* X7 =0,
] Xao Xy X =0,
. |3 Xag+Xg X =d,
] X1oHXer X7 =4,
Xy1t% =d,
Xgo+XgotX7o=d,
Xg1tX71=d,
Xy1t%p =d.

dis,

-
S

[

67

0-route for each terminal
pair
Since the 0-route for net 1, O-route for net 4, and
0-route for net 5 pass through this block
boundary, the corresponding inequality is
Xyg+Xg+Xsn=d
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(DEHHHNERELT BYEIEMECRM A ERE
ELTHK.

QBoN-EBABMMBTHITNIE, BEOBHBTERLL
ZDEE, 0SpS1NEHDEpEHERPTLIADS.
p=0.9% 51 B FERIXF VA, p=0.2125HEREILIEL.

1 4 COBIE X,6=0, X;,=1,

! wHRRSET xzozl‘ )(21:0’

p HomREE | o o

5 1| ¥ LTEKE =05 x,=05,

22— 3

3 6l |7 X500, X51=1,
112 | Xgo=0.5, X¢;=0.5,

[ [ X70=1, %7, =0,

8 5 6 Xgo=1, Xgy=0

BRIy XeoDIEEELHTRD .
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Integer Linear Program is NP-complete. So, no efficient algorithm.
Introducing an idea of probabilistic rounding
(1) Solve the integer linear program as a linear program neglecting
integer constraints.
(2) If the solution obtained is not an integer solution, then round it
into an integer solution nearby by rounding a value p, 0=p=1
into 1 with probability p.

1 4 Solving this |y =0, x,,=1,
| 3 ! || problemas |y 1 x 0,
4 ] é a linear Xgp=1, X3y=0,
5 1 program _ X40=0.5, X4,=0.5,
8 6 7 7| X570, X51=1,
gk | X50=0.5, X6;=0.5,
[ [ X70=1, X7,=0,
8 5 6 Xgo=1, Xg;=0
Finally, we determine x,, and Xg, by
random numbers. 28/44

FEHEI3-1 e %0<e <1DHHIHIEENDEHLTS. nAD
B AL ERBHRREBENFZONT-LE, HIETD
BT T E R EE R B ERE BRI E DRIk -T
5Z2o0n3BMBEH(RREHEE)DEEIEL, ChICHEERMR
HDEZH TRO-EIRBEAAI—V OBRKEHREEPETS.
6T, REBORKEHELZI*TKRT.
CDEE, FEEL — e TROBFRMNKYID.

P =dN1+ 8) =d*(1+ &)
=120, 8%, REEMNI DL+ S FELYKRELDEERMN e /2n
UTFICHS, T7hb,

Pr{d>(1+ 8)d" < €/2n
=T L5LETHS.

SEBAIL A RE.
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Theorem 13-1: Let € be an arbitrary number s.t. 0 <& <1.
Given a problem of determining routes of n nets, let d* be the value
of an objective function of the linear program relaxed from the
corresponding integer linear program, and dP be the maximum
congestion of a wiring pattern using the probabilistic rounding.
Further, let d* be the maximum congestion of an optimal solution.
Then, with probability 1 — & we have
dP=d1+ 8) =d*(1+ 9),
where & is a value such that the probability that the congestion
becomes 1+ & times larger than d” is below € /2n, that is,
Pr{d>(1 + &) d"] < €/2n.

Proof is omitted.
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QD199 V—bEERLEZTILTV X LERANS
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SUB LY TG DEZE

31/44

Random Sampling

Extract a fixed number of data out of a given data set and solve an
original problem using a solution to those samples.

‘ Problem P32: Find a median of n given data. ‘

(1)Sort n data and output the median...... O(n log n) time
(2)Use a revised version of Quicksort.

Best case: O(n) time, worst case O(n?) time, average O(n log n).
(3) Partition them into groups of odd number of elements and use

the median of their medians....worst case O(n) time.
In the asymptotic analysis the algorithm (3) is the best, but it takes
more time in practice.
Is there any more practical algorithm?

How about randomized algorithm?
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[KEVHDSKEHDEREROIME |

MEADT—45S = YA DFUF LYUTIR,
ROFTIRDT—HEESITHETIKEBITKENERIC
HIETHEDERDSD.

ZOMIc, BHDELYHERITNSDERDISELL,
HERITKEVERDONDHEHERDS

1 k n
L[] | | []
x N
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L H Ho7IL
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Problem of finding the k-th largest element

set S of ndata = random sample R of sizer,

Find an element in R corresponding to the k-th largest one in S.
In addition, find a value L which is seemingly smaller than the
objective value and a value H larger than it.

1 k n
HEN | | []
Large \ Small
1 k' r
Random
L H Sample

By finding elements corresponding to L and H in the original
set S, we can narrow candidates for our target value.
If r<<n, we can sort r data in O(n) time.
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FILTYXLP32-A0: (LLS—ELIF)

AT nBDOT—EINSHLEESEEHK L<k<n.

1. SHhH A X DSV LY VT ILRERDS.

2.ROEFREZV—IT 5.

3 RIZBVTkIMHBRIZKEZEVWERLERDHS.

4 RIZEWVWTKI-tEB ICKEVWVERHERDS.

5. SEFEELT, S1={x|x<L}, S2={x|L=x =H},S3={x|x>H}IZ
HETS.

6. if |S3| = ka&E7=IZk > |S3]+/S2| then 2 BX.

7.92%Y—hL, 22BN Tk-|SYBEB ICAZVNERERELT
#BT.

FUE LY TINDY A XreEDLSITESAHEE.
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rINEVDSEERITIEN, HEEITTIEHR.
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Algorithm P32-A0: (Lazyselect)

Input: A set S of n data and an integer k, 1 <k <n.

1.Take a random sample R of size r from S.

2.Sort the elements of R.

3.Find an element L that is the (kr/n+t)-th largest element in R.

4. Find an element H that is the (kr/n-t)-th largest element in R.
5.Scanning S, partition S into S1={X|x<L}, S2={x|L=x =H},

and S3={x|x>H}.

6.if |S3| = k or k > |S3|+|S2] then failure.

7.Sort the set S2 and report the (k-|S3|)-th largest element in S2.

Problem is how to choose the size r of a random sample.
r: larger=>estimation is exact, but more time.
r: smaller=>efficient, but estimation is not exact.

How to determine L and H
How to determine the gap t between L and H
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r=n¥ t=nl2; LEHDIEZ RO D/NTA—42
ZOEE, SV LYUTILOY—MNIET HEHEIE

O(r log r) = O(n¥**log n%4) = O(n)
Ftz, FTIL/ITDFEIZKY, kKBEBICKEVWERHISLUL
HEL T TIRLVEE(E,

(n34/n) x (k/n) X (1-(k/n)) < (k/n) X (1/n%4)
TMRENBIENHMNS.
hIE, kD 1<k<nDFEE D EALETH>TENAKEL
BNIEKRBHEENERI/NIEDHILEEKRL TS,

HE S0

SR LY T IO —REO(n)BER.
TRLUNDEELOMEREAD T, £ARTHO(N)FEE.

Determining the size r of random sample and parameters L, H

r = n34, t=n12; parameter to determine the gap between L and H
=>time for sorting random sample is

O(r log r) = O(n¥4log n¥4) = O(n).
By the Chernoff’s theorem the probability that the k-th largest
element is not between L and H is bounded by

(n¥4/n) x (k/n) x (1-(k/n)) < (k/n) X (1/n¥4).
This implies that the failure probability becomes infinitely small
as n becomes larger for any value of k in the range 1<k<n.

Computation time
Sorting of a random sample is done in O(n) time.
The other operations are done in O(n) time. So, O(n) in total.

EEMBEEL-3: AR T—2DHALTUF LlIZHEEEE L

Exercise E13-3: Devise an algorithm for extracting r data out of n data
randomly without any duplication. Also, analyze its computation time.

RYHIT7LITIXLEEZE. -, %ODE‘I'ﬁE%Faﬁ"&ﬁ@*ﬁﬁJ:.J .
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Exercise E13-4: There are 366 birthdays. Now, suppose that there
are n persons in a class. Compute the probability that any two of
them have the same birthday. Also, compute how many numbers
of pairs have the same birthdays, that is, the expected number of
pairs of the same birthdays.

Exercise E13-5: Let A be a randomized algorithm of Monte Carlo
type. Suppose A returns a correct answer with probability p,(n) and
average computing time be T_A(n). Show that we can transform

the algorithm A into an algorithm of Las Vegas type if we can
determine whether an output of algorithm A is correct or not in
T’_A(n) time. Also, show that it is done in time

(T_A(n) + T'_A(n))/p4(n) on average.
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Running Time Analysis of
Randomized Algorithms

Problem P33: Coupon Collectors Problem

— We want to collect all n kinds of coupons uniformly at
random.

— We proceed until all kinds of coupons are collected
— How many coupons we will have on average?
...It appears when we analyze Las Vegas type algorithm.

Theorem: The expectation value of the number of
coupons is O(n log n)
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Running Time Analysis of
Randomized Algorithms

Theorem: The expectation value of the number of
coupons is O(n log n)

Proof
Define “state i”’= “having i kinds of coupons”.
Trials start at state 0 and finish at state n.
The conditional probability that it reaches to state i+1 from
state i is (n-i)/n
Thus the expected number of trials from state i to state i+1
is n/(n-i)
By the linearity of expectation, we have
ZL:nZL_:nZ_}:nH"
n-i n—i =y
nic number and hence H,=O(log n) .
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