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Principle of Prune-and-Search
Solve a given problem by removing as many redundant elements
as possible by examining every element and solving the reduced
problem recursively.

T(n): time to solve a problem of size n.

Assume that examination of every element of a problem of size n
reduces the problem size into rn (r<l1).

If we can examine all the elements 1n ch time, then we have the

recurrence equation
T(n) =T(rn) +cn.

The equation can be solved as follows: Here assume that rkn=1 and

T(1)=d, a constant. Then, we have

T(n) =T(rn) + cn =T(r’n) + crn +cn =T(r3n) +cr’n+ crn + cn
<T(r*n) +crIn+ - - -+cren+ crn +cn =d +cn/(1-r).

Thus, we have T(n) = O(n), 1.e., it runs in linear time. 4/42
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Theorem: If we can reduce the problem size at some constant
rate I for any problem instance, this problem can be solved in
linear time based on a Prune-and-Search algorithm.

If 1t takes O(n log n) time to examine all the elements instead of
O(n) time, then the recurrence equation becomes
T(n) =T(rn) +cn log n.
A solution to this equation is
T(n) =d+ cnlog n/(1-r),
which implies that the problem is solved in O(n log n) time.

Exercise: What about the running time if it takes O(n?) time to
investigate all the elements?
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Problems solved by Prune-and-Search

One of them 1s the median finding problem studied before.

Algorithm P9-A2:
(1)decompose n data into groups each containing at most 15 data
and find the median 1n each group.
(2)Find the median M of these n/15 medians obtained recursively.
(3)Decompose the n data with respect to M:
S = a set of data <M,
L = a set of data > M,
E = a set of data = M.
(4) if k=|L|, find the k-th largest element in L recursively.
(5) If k>|L|+|E|, find the (k-|L|-1)-th largest element in S recursively.
(6) Otherwise return M as a solution.
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This algorithm
(1)decomposes the whole into (n/15) groups of size at most 15,
(2)sorts the elements in each group,
(3)finds the median of the medians of all groups,
(4)decomposes the whole by the median to find to which group
the desired k-th largest element belongs to, and
(5)applies the algorithm recursively to the group.

(1) 1s done 1n constant time (nothing 1n particular).

(2) 1s done 1n time proportional to 42 X (n/15).

(3) 1s done 1n T(n/15) time.

(4,5) are done 1n at most T((11/15)n) time, because the size of each
set resulting by the decomposition 1s at most (11/15)n.

The recurrence equation 1s given by
T(n) = 42(n/15) + T(n/15) + n+ T((11/15)n).

Solving this, we have
T(n) = 19n. 10742
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Prune-and-Search using two parameters
* Time to examine all the elements is linear in the problem size.
- After the examination, we solve the original problem by solving
the reduced problems of sizes an and bn recursively.
" The recurrence equation 1s
T(n) = T(an) + T(bn) + cn.
If O<a+b < 1, 0<a<l, 0<b<l, the solution to the above equation
1s given by
T(n) = 0O(n).

Exercise: Prove the above observation.
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2-dimensional Linear Program

on variables x and y.

Problem P15: (2-dimensional Linear Program)
Find (X, y) to minimize (or maximize) a linear objective
function cx+dy among those satisty all the linear inequalities

General form:

Objective: c¢,x; + ¢,X, —»min

subject to : d;;X; + d;,X, =e,,
dy 1 x; +dyx, Zey,

If we set y=c,x; + ¢,X,, X=X;,
n inequalities are classified into
lower constraints
y=ax+b,,
and upper constraints
y=ax+tb,
depending on signs of d.,/c,.

14/42



Il =8 -

B B9B8%% : x, + 2x, —»min

FIFEHE: (1) -2x, =-5, (2) 2%, =-3, (3)-3x, - 4x, =-14,
(4) x, +4x, =0, (5)2x, +2x, =3, (6) x,=-2,

(7) -x,=-8.
! ‘ y=X; T 2X, X=X
E E’*]F;E]’;'z‘ﬂ 'y —min

FIFIEHE: 2Vy=x-3, (4) y=(1/2)x, (5") y=-x+3,
(1y=x+5, 3)y=-(1/2)x+7, (6'T") -2=x=8.

Bzont=#REI X Tm=-9 "X, yDIrb, yDIEA
&/NMNEPDERDITHIENREE.

Rp=(xy) DI R TOFKZE/E=9 &E, =pld

= 1T A EE(feasible) THHET LY, TD XX A DFEEFZE
EITAEEFREIB &LV, 15742



Example:

Objective : x; + 2x, —»min

subject to: (1) -2x, =-5, (2) 2x, =-3, (3)-3%, - 4x, =-14,
(4) x, +4x, =0, (5)2x, +2x, =3, (6) x,=-2,
(7) -x,=-8.

. y=X; T 2X, X=X
Objective: y —min

subjectto: (2)Yy=x-3, (4') y=(1/2)x, (5') y=-x13,
(1y=x+5, 3 )y=-(1/2)x+7, (6'7") -2=x=8.

Find a point (X, y) of the smallest y value among all those points
satisfying all the constraints. When a point p=(X,y) satisfies all
the constraints, we say the point p is feasible, and a region of
such feasible points 1s called a feasible region.
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Objective:y —min
subjectto: (2Yy=x-3, (4") y=(1/2)x, (5') y=-x+3,
(1y=x+5, (3")y=-(1/2)x+7, (6'7") -2=x=8.

1 (1)

/
\

the dotted region
1s a feasible
region

(3

An optimal solut;
is a point of the /4
smallest y value 1 L (5) -
the feasible region
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Lemma: A feasible region forms a convex polygon (if it exists).

Proof: A feasible region is a region satisfying all the constraints
The region satisfying the lower constraints is convex downward.
The region satisfying the upper constraints is convex upward.
Thus, the intersection of these convex regions 1s also convex.

Definition of two functions
g(x): function representing the boundary of the region satisfying
the lower constraints
h(x): function representing the boundary for the upper constraints
That 1s, 1f we define
g(x) =max{ax +b, |1 €I }, and
h(x) =min{ax+b, |1 €L, }
then, the feasible region F 1s expressed by
F={Xx,v)]|gx) =y=h(x)and a=x=b}.
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2-dimensional linear program

Objective: y —min

subjectto: y=ax + b, i €1, (lower constraints)
y=ax + b, i €I, (upper constraints)
a =x=b,

Here, |1, | +|I,| =n (there are at most n constraints.)

Algorithm P15-A0: (divide-and-conquer)

* Decompose the upper constraints into two parts, and find a
feasible region (convex polygon) recursively for each part and
then merge the two convex polygons to have their intersection.

- Similarly, compute a feasible region also for the lower constraints
based on divide-and-conquer method.

* Find the intersection of the two feasible regions and return a
vertex of the smallest y value as a solution.

22/42
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Divide the set of lower constraints into two and find feasible
regions recursively.

The intersection of the two regions gives us
the whole feasible region for lower constraints

Exercise: Prove that the algorithm based on divide-and-conquer runs

in O(n log n) time.
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Given n constraints, 1f we construct the corresponding feasible
region in an explicit manner, then 1t takes O(n log n) time.

To obtain a linear-time algorithm, we need to find an optimal
vertex without constructing the whole feasible region explicitly.

Idea based on Prune-and-Search

By examining the constraints, we remove constraints by a
fixed ratio as redundant constraints.
" A vertex giving an optimal solution 1s specified as an
intersection of two lines corresponding to constraints.
* Use properties of the functions g(x) and h(x)

g(x) 1s convex downward while h(x) 1s convex upward.
*Note that if we compute the whole of the functions g(x) and
h(x) then it takes O(n log n) time.
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Prune-and-Search based on the properties of g(x) and h(x)

Properties
(1) The function g(x) for the lower constraints 1s convex downward,

(2)The function h(x) for the upper constraints i1s convex upward, and
(3) The range of x 1s [a,b].

When we specify any X’ in the interval [a,b],
among intersections of the line x=x’ with lower constraints find the one of
the largest y value gives g(x’)
g(x')=max{ax'+b;[1 <1, }
among intersections of the line x=x’ with upper constraints find the one of
the smallest y value gives h(x’)
h(x') =min{ax'+b; |1 €L, }
If g(x') =h(x") then the line x=x° really intersect a feasible region.
(Remark) The above function values care computed in O(n) time.
Case 1:g(x") > h(x")
Case 2:g(x') =h(x")
In either case, we remove redundant constraints based on the slope of the line

giving the intersection.
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Case 1:g(x") > h(x")

T

h(x")

X=X’
Suppose the constraint y=a.x + b, gives the value of g(x').
Case 1.1: Only one constraint gives g(x')
In this case, the differential value g’(x’) of the function y=g(x)
at x=x’ 1s obtained as g'(x")=a..
Case 1.2: More than one constraint give the value of g(x’)
The largest slope among those functions 1s
the differential value at the left of x=x". ?é
The smallest slope among those functions is
the differential value at the right of x=x". X=3¥u2
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Want to know in which side an optimal solution lies.
Introducing a new function f(x) = g(x) - h(x).
g(x): lower constraints, convex downward
h(x): upper constraints, convex upward, -h(x) 1s convex downward
f(x)=g(x)-h(x) 1s convex downward.
(x,y) is feasible <=> g(x) =y =h(x) <=>f(x) = 0

KX NN AL

/ f(x)
\\// \\ - / N
N~— f(x)=0

Various situations (indicated by vertical lines) in h(x')= g(x') holds
We cannot know the direction of an optimal solution using only
slope of y=g(x) at x=x".

Considering the slope of y=f(x), an optimal solution lies in the

direction 1n which {(x) value decreases. 324
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Want to know the slope of the function y=f(x) at x=x°
O(n) time suffices to find slopes of y=g(x) at x=x'(and around it).
O(n) time suffices to find slopes of y=h(x) at x=x'(and around it).

Using them, find slopes of y=f(x) at x=x’ (and around it).

When {(x’)>0 and the slope of y=f(x) at the right of x=x"<0

optimal solution lies to the right of x=x".

When {(x’)>0 and the slope of y=1(x) at the left of x=x’> 0

optimal solution lies to the left of x=x".

Otherwise,

there 1s no solution.

Once the direction of an optimal solution is known, we can remove
redundant constraints.

How?
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When an optimal solution lies to the right of x=x"

Decompose lower constraints into pairs.
Decompose upper constraints into pairs.
If we have odd number of constraints, then leave the last one.

*

*

\T D\

optimal solution optimal solution

Pair (i, j) of lower constraints: y=ax+b;,y=ax +b,
Let their intersection be x;;.
Note that the feasible region is in the region [a,b].
(1) Case 1: x;=a,
Optimal solution lies to the right. So, the one of smaller

slope in the pair is redundant.

(2) Case 2 x;;=b,
Optimal solution lies to the left. So, the one of larger
slope in the pair is redundant.

(3)Case 3: otherwise.
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When the intersection lies in the interval [a,b]:
Find the intersection x;; for each such pair and compute the
median of those intersections.
Do the same calculations as before, say to compute g(x) and h(x)
at x=x.,. Then, we have one of the followings as the result.
(1)This problem has no solution.
(2)x,, 1s the optimal solution.
(3)An optimal solution lies to the right of x=x_.
(4)An optimal solution lies to the left of x=x__..

For (3), we can remove one of the paired constraints whose
intersection lies to the left of x=x,, as a redundant constraint.
For (4), we can remove one of the paired constraints whose
intersection lies to the right of x=x_, as a redundant constraint.
Thus, we can remove about % of all constraints.
=» We can find an optimal solution in linear time using Prune-
and-Search. 38/42
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Theorem: A 2-dimensional linear program can be solved in
time linear in the number of constraints.

Proof:

For simplicity, we assume that every constraint is associated with both x and y.
(1) Divide the n constraints into lower and upper constraints and decompose
them into pairs in each group. For each pair, compute the intersection of

their associated lines. There are about n/2 such intersections in total.

(2)Find the median of those x-coordinates x_,.

(3)At the line x=x,,, we compute slopes of the boundary of the feasible region
by finding the lower constraint giving the intersection with the lower boundary
for lower constraints and the one for the upper boundary for upper constraints.
(4) Using the slopes obtained above, we check which side of the line x=x_,
contains an optimal solution, and then we remove as redundant constraints one
of paired constraints having their corresponding intersection in the other side.
Then, there are at least n/4 constraints to be removed.
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Therefore, if we denote by T(n) the time to solve a 2-dimensional

linear program, then we have

(1)intersections for those pairs can be computed in O(n) time 1n total,

(2) is done in O(n) time (median can be found in linear time in the
worst case).

(3)O(n) time suffices to compute intersections with all constraints
to compute the intersection with the boundary.

(4)The operations to remove redundant constraints using the location
of the median are done in O(n) time. Then, the number of
constraints 1s reduced to at most (3/4)n.

Hence, 1f we represent O(n) time by cn for some constant c, then
we have

T(n) =T((3/4)n) + cn,
from which we obtain T(n) = O(n).

Exercise: How should we treat those constraints associated only
with x or y?
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