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0000000 30000000000 10002500000 (Choose and solve three or more problems
from below (10 points each, 25 points in total).)

od1: 0000 pPpPOODODOO vg,ve,...,v, 1 000000000 DOPOOOO 30000000000
00 0000000000000 00000000000D00ooo0o00 v ooooooooo
ooooo0dod »0wv,.00000000000000000O0 (Let P be a convex polygon
desribed by a sequence vg, v1, .. .,v,—1 of vertices. For a triangulaton of P, the vertex vy is incident
to a chord or not. Prove that there exists a chord joining v; and v,_1 when vy is not incident to

a chord.)
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000000000000000000000000000000000000 (Let {o1,02,-..,0,}
be the set of n objects of natural number weights w(o;). Suppose that C = (321, w(0;))/2 is
also a natural number. Then show an algorithm that decides if you can partition the set into half,
that is, two subsets of weights C based on dynamic programming. Show the running time for the

algorithm also.)
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0 1/p0000000000O0 (We continue trying some event with probability p(0 < p < 1) of

occurrence until it succeeds. Then prove that the expected value of number of trials is 1/p.)
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0000 p000000000O00OO (For a decision problem (i.e., the answer is “0” or “1”), we
assume that a Monte Carlo type randomized algorithm A runs in ¢(n) time and outputs a correct
answer with probability p, where n is the length of the input. Intuitively, repeating the algorithm
and taking majority, it seems that the correct answer will be obtained with higher probability.

Therefore, we consider the following algorithm A’:

Algorithm A’:
1. Perform A twice.

2. If two outputs are the same, output it; otherwise, go to step 1.

Calculate the expected running time ¢'(n) and the probability p’ of correct answer of this algorithm

A’. Show the condition of p that we will have p’ > p.)
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0 O (Assume that an array a[l],...,a[n] is given. Show an algorithm that outputs k elements from
a[] randomly. Show the running time of the algorithm also. The algorithm should not output the

same element twice or more. That is, when k = n, the algorithm shuffles the array al].)
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00000 2000000000000 (We consider the travelling salesperson problem for finding
a shortest route for visiting all cities. For a given weighted graph G = (V, E), w(e) denotes the
length of each e € E. It is quite difficult to solve the travelling salesperson problem since it is
NP-complete. However, it is quite easy to find the minimum spanning tree T' of G. Therefore, we
use each edge of T twice to visit all cities (e.g., in the way of depth first search manner). Then
prove that the total length of the route is at most twice of the optimal solution of the salesperson

problem.)



