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ABSTRACT

Wireless network testbeds have emerged as a valuable alter-
native to network simulation, but actually using them for
experiments presents a number of challenges. We use the
ORBIT testbed at Rutgers University, New Jersey, USA as
a case study to illustrate the most important issues in this
context. We performed several types of evaluation tests on
ORBIT, as well as a series of equivalent experiments with
up to 50 nodes, which were done also on the QOMB wireless
network emulation testbed, and by using the QualNet net-
work simulator. We conclude that a testbed such as ORBIT
provides a viable approach to network testing, although this
is conditioned by an awareness of the potential pitfalls that
may affect experimental results; a series of lessons we learned
from our experience is included in the paper. We also show
that real-world trials on ORBIT can be broadly reproduced
through emulation and even through simulation.

Categories and Subject Descriptors

C.4 [Performance of Systems]: Measurement Techniques

General Terms

Experimentation, Measurement, Verification

Keywords

Wireless network testbed, wireless network emulation, wire-
less network simulation, OLSR

1. INTRODUCTION
In addition to network simulation experiments, researchers

traditionally use custom setups to perform real-world net-
work experiments. Such custom settings make it often im-
possible for peers to reproduce the results, since it implies
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building an identical experimental setup. This is particu-
larly true for wireless network experiments, where creating
an identical setting refers not only to using the same hard-
ware, but also to using the same placement for the hard-
ware, and to recreating the same communication conditions
between the wireless nodes.

Open-access wireless network testbeds have been proposed
as a solution that ensures result reproducibility by allowing
researchers to use a common experiment platform. While
this may be true at first sight, a deeper analysis reveals sev-
eral issues. Using a common testbed guarantees having the
same network hardware, but not the same network condi-
tions. Moreover, result reproducibility is not the only as-
pect related to network experiments. How representative
the results are, and how they can be used to derive general
observations and conclusions, are also important elements.

In this paper we use the ORBIT wireless network testbed
at Rutgers University, New Jersey, USA [8] as a case study
to investigate the aforementioned issues. We selected OR-
BIT for this purpose since, to the best of our knowledge,
it is the largest and most-used open-access wireless network
testbed. To investigate the challenges of using ORBIT we
performed several types of evaluation tests in simple setups
that demonstrate the influence the different testbed com-
ponents and conditions have on experimental results. For
each type of test we summarize our conclusions, and present
recommendations based on the lessons we learned.

To further examine the challenges related to wireless net-
work testbeds, we also carried out a series of equivalent
experiments with up to 50 nodes on ORBIT, on QOMB
– the wireless network emulation testbed at the Hokuriku
StarBED Technology Center of the National Institute of
Information and Communications Technology, in Ishikawa,
Japan [2] – and by using the QualNet network simulator [10].
The analysis of the results provides an insight into several
aspects related to wireless network experiments, especially
regarding the significance of experimental results.

The contributions of this paper are as follows:

• An evaluation of several experiment tools and testbed
mechanisms available on ORBIT, and of their interac-
tions;

• A comparative analysis of experimental results obtained
using the OLSR protocol on ORBIT with those from
emulation and simulation;
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• A series of recommendations for testbed users aimed
to ensure that experiments are carried out effectively,
and that their results are meaningful.

Our general conclusion is that a testbed such as ORBIT
provides a viable approach to network testing, especially as
a platform for testing algorithm implementations on real
hardware and at large scale. However, the usefulness of
the experimental results is conditioned by an awareness of
the potential pitfalls that may affect them. We also show
that real-world trials on ORBIT can be broadly reproduced
through emulation and simulation, even though the match
between emulation and simulation themselves is much bet-
ter.

The remainder of this paper is organized as follows. Sec-
tion 2 summarizes the most important properties of ORBIT,
and of the tools and mechanisms that were used in our in-
vestigation. We proceed in Section 3 to evaluate the inter-
actions between the different testbed components and ex-
periment tools. In Section 4 we discuss several experiments
aimed at assessing the properties of the ORBIT testbed as a
whole. Then we present a comparative analysis of equivalent
experiments that we have performed using ORBIT, QOMB,
and QualNet (Section 5). We end the paper with sections
of conclusions, acknowledgments, and references.

2. ORBIT OVERVIEW
ORBIT is a wireless network testbed developed and oper-

ated by WINLAB at Rutgers University, New Jersey, USA
[8]. The main radio grid of ORBIT has 400 nodes positioned
at 1 m intervals in a 20 x 20 m indoor area (see Figure 3,
where each node is represented by a square). The nodes
are equipped with several wireless network interfaces, typi-
cally IEEE 802.11a/b/g cards by Atheros or Intel. Although
there are other types of wireless interfaces, and also other
test facilities operated by ORBIT, such as sandboxes and an
outdoor testbed, in this paper we shall focus on the testbed
represented by the main radio grid, and use the name OR-
BIT to refer to it, unless otherwise indicated in the context.

2.1 Noise Generation
A specific feature of ORBIT is that one can use noise gen-

eration in order to artificially inject electromagnetic noise.
The main purpose of using artificial noise is to raise the noise
floor of the communication environment, and thus create an
effect similar to that of having larger distances between the
wireless nodes. This feature is particularly important given
the reduced size of the testbed, which creates unrealistically
crowded wireless setups when using a large number of nodes.

The triangles labeled ‘N’ in the corners of the ORBIT grid
in Figure 3 show the position of the four antennas connected
to the noise generator. Individual attenuators can be config-
ured for each of the antennas to create asymmetrical noise
effects.

We wish to emphasize here that the effect of increasing dis-
tances through the use of noise generators is not a uniform
one, i.e., it is not equivalent to increasing equally the dis-
tances between every node. Instead, the nodes in the vicin-
ity of the noise generator antennas, where the noise level is
higher, will be virtually “farther away” from each other com-
pared to the nodes which are far from the noise generator
antennas (those in the middle of the ORBIT grid). The lat-
ter nodes will be less affected, hence not so much distanced

virtually, because the noise power level decreases propor-
tionally with the square of the distance. A consequence of
this effect will be shown in Section 5.3.

2.2 OMF
Similarly to other large testbeds, ORBIT uses a specific

framework for control, measurement and management named
OMF (cOntrol and Management Framework). The main two
roles of OMF are:

For testbed users Provide a set of tools to describe, de-
ploy and configure an experiment, then to execute the
experiment, and to collect its results.

For testbed operators Provide a set of services for effi-
ciently managing and operating the testbed resources.

Although originally developed exclusively for ORBIT, start-
ing from 2007 OMF is being actively extended to operate on
testbeds with different type of network and resource tech-
nologies.

More practical details about the operation of ORBIT via
OMF can be found on the testbed’s website [12]. However,
most up-to-date information regarding OMF is available on
an OMF-specific website [6]. We note that, at the time of
writing, the latest OMF version was 5.3; however, ORBIT
supported only the legacy version 4.4, as well as the newer
version 5.2 (recommended). For all the experiments pre-
sented in this paper we have used OMF version 5.2.

3. KNOW YOUR TOOLS
A testbed’s hardware is not sufficient for making experi-

ments. Several software tools are necessary, such as a man-
agement framework and network measurement tools. In this
section we analyze the influence of such tools on the exper-
imental results for the practical case of ORBIT.

3.1 OMF Measurements
As mentioned in Section 2.2, OMF is the control, measure-

ment and management framework of ORBIT, and as far as
we know the only supported way of conducting experiments
on ORBIT. In this section we focus on the traffic measure-
ment features of OMF. To generate and receive traffic we
employed the tools called OTG (Orbit Traffic Generator)
and OTR (Orbit Traffic Receiver), respectively, which are
included with the OMF framework.

We configured the OMF measurement tools to log basic
data (time, packet size, source and destination IP addresses,
etc.) for each generated and received packet, similar to what
one is able to do by using a wireless network analyzer. Our
experiment used two nodes on the main ORBIT grid located
at about 1.5 m from each other to generate and receive 1024
byte UDP packets for a period of 1 minute. Other relevant
node settings were 8 dBm transmit power and 54 Mbps op-
erating rate (IEEE 802.11g standard).

Table 1 shows the results obtained in two extreme cases,
as follows. In experiment A, the generator was configured
to send 8 kbps traffic; the results are close to expectations,
although the 7% loss may seem somewhat high. In exper-
iment B, the generator was configured to send at 54 Mbps
rate; while the average sent rate of about 36 Mbps may seem
reasonable (although higher than one would expect given
the overhead of the wireless technology), the received rate
is very low, and as a result packet loss is close to 100%.
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Table 1: Average OMF measurement results

Exp. Sent [kbps] Received [kbps] Loss [%]
A 8.2 7.6 7.0
B 36494.7 37.5 99.9
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Figure 1: Data rate versus time for 54 Mbps offered

load in OMF.

A closer look at the dynamic behavior of the sender and
receiver versus time provides an insight into why the above
results were obtained in experiment B. Figure 1 makes it ob-
vious that the OMF measurement system is unable to cope
with the high transmission rate configured for the traffic gen-
erator. As such, for half of the experiment duration, the re-
ported sending rate is very low (around 1 Mbps), and jumps
to around 100 Mbps starting at 35 s, which is an unrealis-
tic value given the 54 Mbps operating rate used. Moreover,
during most of the experiment period, the reported received
rate is 0 Mbps.

Given all these, we conclude that the OMF measurement
system cannot handle rates above approximately 1 Mbps
if basic data is to be logged for all the generated packets.
One possibility would be to configure the OMF measurement
system to only provide average values over certain intervals
(such as every 1 s), but this reduces its usefulness, since
short-term dynamic effects will go unnoticed. Moreover, this
approach diminishes the advantage of having a measurement
tool integrated with the testbed, and brings OMF closer to
a generic network measurement tool.

3.2 Iperf Measurements
To the above considerations we add the fact that using

the OMF measurement system makes it difficult to directly
compare the ORBIT results with those obtained in arbitrary
field trials, when OMF cannot be used. Therefore, we de-
cided to also make measurements with the widely-used net-
work testing tool called “iperf” [11], for which some support
is already present on ORBIT.

In particular, the OMF distribution includes the legacy
iperf version 1.7.0. For comparison purposes, we also com-
piled and installed on ORBIT the latest iperf version, which
at the time of writing was iperf 2.0.5.

We show in Figure 2 a comparison of the results obtained
with the two versions of iperf. Note that iperf uses a client-
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Figure 2: Data rate for 54 Mbps offered load in iperf

versions 2.0.5 and 1.7.0.

server architecture, with the client generating traffic, and
the server receiving it and making throughput calculations.
We identified several scenarios of interest in relation with
the use of OMF to perform experiments:

1. Both the iperf server and client are run manually, with-
out using OMF mechanisms;

2. Only the iperf client is run using OMF mechanisms,
whereas the server is run manually;

3. Both the iperf server and client are run using OMF
mechanisms.

Figure 2 shows the traffic measurement results as reported
by the two versions of iperf in the three cases above. In all
cases the respective iperf client was configured to generate
54 Mbps UDP traffic with 1024 byte packets for a 1 minute
period. Other relevant node settings were 0 dBm transmit
power and 54 Mbps operating rate (IEEE 802.11g standard).
Note that, in order to prevent most interferences, for these
experiments we used two nodes in one of the sandboxes of
ORBIT, sb1, for which antennas are connected to each other
via cables.

One conclusion of these tests is that the two versions of
iperf have a similar behavior. The other conclusion is that,
when both the iperf server and client are run using OMF
mechanisms, the throughput is the lowest. We speculate this
is caused by the overhead OMF itself adds to the execution
of the iperf client and server, leading to an offered load lower
by almost 60% compared to the other cases, and to an even
lower received amount of traffic. The best results in our
tests are obtained when both the iperf server and client are
run manually. The throughput in these conditions is higher
by about 12% compared to the case when the iperf server
is executed manually, but the iperf client is run from within
OMF, hence still subjected to its overhead.

3.3 Discussion
Given the poor performance of the OMF measurement

system in high offered-load conditions, we decided against
using it in our experiments, and opted for using iperf instead
(namely version 2.0.5). This was mainly because our sub-
sequent experiments did focus on high-load scenarios. Iperf
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also has the advantage of being a generic measurement sys-
tem, usable in other circumstances as well.

In addition, considering the fact that running the iperf
client manually is tedious when one wants to perform long
series of experiments (because of the need to synchronize
with the other operations of the sender node), we decided
to use in our subsequent experiments OMF-based execu-
tion for the iperf client, and manual execution for the iperf
server. This is a reasonable usability trade-off, since the
server can be started once for an entire series of experiments.
We consider that the lower throughput by about 12% that
we measured for this usage is acceptable, and within typical
variations of the throughput amongst various experimental
platforms [2].

The lessons we have learned from the tests discussed in
this section can be summarized as follows:

1. Users should evaluate all the experiment tools before
actually using them, in conditions similar to those they
plan to employ in their future experiments. Only this
guarantees that the potential limitations and overhead
of the tools will have no unexpected effects on measure-
ments;

2. Sometimes users have to sacrifice performance for us-
ability in order to make possible running long series of
experiments with ease. The trade-off must however be
made with care that its consequences are well under-
stood.

4. KNOWYOUR TESTBED
For a measurement instrument, one has to know how it

can be employed, and what kind of measurements it can be
used for. Similarly, for a network testbed one has to under-
stand what type of experiments can be performed on it, and
in what conditions. In this section we discuss the challenges
related to wireless network testbed usage, focusing again on
ORBIT as a case study.

4.1 Basic Measurements
The basic components of a testbed are the wireless nodes.

Therefore, the first step in understanding a testbed is quanti-
fying the properties of the wireless nodes, in particular those
of the wireless adapters with which they are equipped.

At a first level, the most important properties regarding
the communication performance of a wireless adapter are the
transmit power settings and receive sensitivity thresholds for
each operating rate. This information is made available by
most manufacturers for many of their adapters. Other char-
acteristics of the wireless adapters (buffer sizes, implemen-
tation details), and of the PCs in which they are installed
(operating system, CPU), also influence performance to a
certain extent. However, as they are difficult to generalize,
and often not explicitly related to the wireless communica-
tion process itself, we shall not discuss them here.

The following types of experiments can be used to under-
stand the properties of wireless adapters:

1. Fix the transmit power, and make measurements for
several operating rates;

2. Fix the operating rate, and make measurements for
several transmit power settings.

In our experiments on ORBIT we used nodes with Atheros
AR5212 wireless adapters configured to use the IEEE 802.11g
standard. The relevant properties of these adapters are:

• Available transmit power levels: 0, 8, 10, 12, 14, 16,
18, and 20 dBm;

• Receive sensitivity thresholds: −72 dBm (54 Mbps),
−88 dBm (11 Mbps), −90 dBm (5.5 Mbps), −92 dBm
(2 Mbps), and −95 dBm (1 Mbps).

Due to lack of space we are not able to show in detail
our experimental results that explore the relationship be-
tween transmit power, operating rate and performance. A
summary of our experiments in this context is given next,
followed by our conclusions:

1. We fixed transmit power to 0 dBm, and made mea-
surements for the next operating rates: 54, 11, 5.5, 2,
and 1 Mbps;

2. We fixed the operating rate to 54 Mbps, and made
measurements for the next transmit power settings: 0,
8, 14, 20 dBm. Then we fixed the operating rate to
11 Mbps, and repeated the previous series of measure-
ments.

These measurements were carried out using iperf both on
two main grid nodes located at about 1.5 m from each other,
and on two sandbox nodes. The measured throughput had
the expected value of around 25 Mbps at 54 Mbps operating
rate even for the lowest transmit power, 0 dBm. Results of
measurements for other operating rates were also conforming
to expectations.

One issue we encountered in these basic experiments is
that the first series of tests showed that at low transmit
power settings (i.e., 0 and 8 dBm) the measured through-
put on the main grid nodes was only around 2 Mbps. This
was obviously wrong given the proximity of the nodes, and
we searched for a cause. To the best of our knowledge, it
is not possible to check the state of the noise generator on
ORBIT, nor is it automatically turned off before an experi-
ment. However, by turning the noise generator off manually
we were able to obtain the expected results in throughput
measurements even at low transmit power settings. We as-
sume therefore that the initial incorrect results were caused
by the noise generator having been turned on and left on by
an ORBIT user that had employed the testbed before us.

One other issue we want to warn our readers about is that
the ORBIT testbed is located in a building where wireless
production networks are also in use. Therefore, in order
to prevent interference with the production network, users
should choose a channel that is sufficiently isolated for that
of the production network. In all our experiments we used
channel 1, given that the production network is said to op-
erate on channel 6. Ideally, one may wish to have access to
a wireless traffic analyzer in order to identify more reliably
the available channels, but as far as we know such a tool is
not available to ORBIT users.

4.2 Range Measurements
The basic measurements that we presented so far were

aimed at evaluating the performance of two wireless nodes
located in the vicinity of each other. However, one must also
quantify how a node can communicate with other testbed
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Figure 3: Active nodes for range measurements.

nodes at remote locations, in other words ascertain its com-
munication range.

Determining the communication range of a wireless node
is important for two reasons:

• To decide the placement of the nodes so that certain
experiments criteria are met. For example, one may
wish to place nodes at the limits of their communica-
tion range in order to ensure multi-hop communica-
tion;

• To understand and explain the results of a certain ex-
periment, for instance in conjunction with the use of
analytical techniques.

For a testbed with a square shape, such as ORBIT, the
simplest way to quantify the communication range of the
nodes is to use active nodes placed on one of the diagonals of
the square, as shown in Figure 3. The dark colored squares
represent the nodes that were activated during the exper-
iments, and the light colored squares represent the nodes
that remained inactive; the triangles labeled ‘N’ represent
the noise generator antennas. Out of the 19 diagonal nodes
using Atheros AR5212 cards, two were not available at the
time of the experiments, hence not used, namely nodes 17
and 19. Node 1 played the role of the traffic sink in our
experiments, and the other active nodes played the roles of
traffic generators. Note that only one active node was gen-
erating traffic at any one time; in particular, the respective
iperf client was configured to generate 54 Mbps UDP traffic
with 1024 byte packets for a 1 minute period.

Preliminary experiments have shown that two ORBIT
nodes located at the most remote locations on the main grid
(i.e., nodes 1 and 18 in our setup) can still communicate with
each other in good conditions (about 19 Mbps throughput)
even when fixing the operating rate to the highest available
setting for 802.11g, 54 Mbps, and the transmit power to
the lowest available setting for Atheros AR5212 adapters, 0
dBm.

An experiment in which several tenths and even several
hundreds of nodes are all in the same communication area
may not be sufficient to investigate many complex aspects
related to wireless networks, such as multi-hop communica-
tion. As a consequence, we decided to use the noise injection
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Figure 4: Throughput versus sender node for range

measurement experiments.

system on ORBIT in order to artificially create multi-hop
conditions, and measure communication range in these con-
ditions as well.

The most significant experimental results in this context
are displayed in Figure 4, which shows the throughput per
sender node for several levels of the injected noise level (5
runs of 1 minute per level). Note that no attenuation was
configured for the antennas, hence the resulting communi-
cation environment was symmetrical.

By analyzing Figure 4 we conclude the following. An in-
jected noise level of −57 dBm or higher essentially prevents
communication even between the closely located nodes 1 and
2, which are at a distance of approximately 1.5 m. An in-
jected noise value of −58 dBm ensures that only one hop
communication is possible, but in poor conditions (around
4 Mbps); nodes 1 and 3 are essentially not able to exchange
packets. An injected noise level of −60 dBm ensures good
communication between nodes 1 and 2 (around 27 Mbps),
tolerable communication between nodes 1 and 3 (around
8 Mbps), and poor communication between nodes 1 and
4 (around 1 Mbps); traffic cannot be received from the
nodes located any farther. For comparison purposes we also
present the results obtained for noise level −70 dBm, in
which case throughput becomes low or essentially zero for
sender nodes 9 and higher.

We noticed that, for the −70 dBm noise level, through-
put values exhibit a certain variation as the sender gets far-
ther away from the receiver. In particular, throughput from
node 5 drops to around 2.5 Mbps, significantly lower than
that from the neighboring nodes. While we have yet to fully
understand the cause of this behavior, this consistent drop
in repeated experiments leads us to believe that it is de-
termined by a characteristic of the testbed itself, not by a
transient effect. A misalignment of the antennas, or an influ-
ence of the non-uniformity of the injected noise, are possible
candidates for an explanation.

4.3 Discussion
The lessons we learned from the series of experiments pre-

sented in this section are the following:

1. Basic measurements in simple and well-understood se-
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tups are essential for determining the fundamental prop-
erties of a testbed, and help identify any potential odd-
ities that may be caused by testbed conditions that are
not fully mastered;

2. Assessing testbed conditions before and while doing
experiments is strongly recommended in order to un-
cover undesired interferences from various testbed sys-
tems (such as the noise generators on ORBIT) or ex-
ternal wireless networks.

In this context, previous measurement experience and other
techniques such as modeling and simulation are critical for
being able to determine the expected results of an experi-
ment, so that they can be compared with the actual results
obtained on the testbed.

Making testbed condition assessment possible in an easy
manner would significantly increase the usability of ORBIT,
and avoid surprises for unsuspecting users. In its absence,
users are advised to actively turn off all the unused testbed
systems, and even monitor testbed conditions by themselves,
for instance by instrumenting one of the testbed nodes as a
traffic sniffer.

5. COMPARATIVE ANALYSIS
After investigating the basic properties of ORBIT, we go

even further with our examination of the challenges of using
such a wireless network testbed. In this section we present a
comparative analysis for an experiment that uses the OLSR
protocol to build the network topology for a 50-node ad
hoc network. In addition to ORBIT, we used the QOMB
wireless network emulation testbed and the QualNet net-
work simulator for this analysis. Note that a comparison of
throughput results for several single-hop and multi-hop ex-
periments done for these three systems has been previously
presented in [3].

5.1 QOMB
The QOMB testbed was created by integrating the wire-

less network emulator QOMET with the large-scale network
experiment environment StarBED as discussed in [2].

QOMET is a wireless network emulator that employs a
two-stage approach to convert a user-defined scenario repre-
sentation into network parameters (bandwidth, packet loss,
delay and jitter) [1]. These parameters are then used to con-
figure a link-level emulator such as Dummynet [9]. Thus,
QOMET reproduces in a wired network the communication
conditions of the emulated wireless network. The use of
StarBED [5] as an infrastructure, with more than 1000 PCs
available for experiments, makes possible large-scale exper-
iments with QOMET.

The integration of QOMET and StarBED resulted in the
QOMB testbed. This testbed makes use of the experiment-
support software provided on StarBED, called SpringOS, to
simplify the task of making experiments, and adds several
customized programs to enable the wireless network emu-
lation. The following are the most important features of
QOMB as used in this paper:

• Support for IEEE 802.11a/b/g network emulation;

• Support for defining the position of the nodes and their
properties (e.g., transmit power, receive sensitivity);

• Support for defining the wireless communication envi-
ronment in terms of electromagnetic wave attenuation
and a uniform noise floor level.

5.2 QualNet
QualNet is a widely-used commercial network simulator

from Scalable Network Technologies, Inc. [10]. In this pa-
per we used the IEEE 802.11g model of QualNet to simu-
late the wireless nodes on ORBIT. We also used one of the
OLSR protocol implementations available in QualNet, called
OLSRv2-Niigata, which we consider to be close to current
OLSR implementations being effectively used in real net-
works. Although QualNet does not support setting a noise
floor level, we reproduced its effect by an equivalent decrease
of the transmit power compared to the case of QOMB.

5.3 OLSR Experiments
The setup for the OLSR experiments that we present

here used a total of 50 nodes selected in a uniform manner
from the 400 nodes of the ORBIT main grid. The selection
was made with the constraint that the nodes use Atheros
AR5212 adapters, so that there are no hardware differences
between them. The position of the active nodes in our ex-
periments is represented by circles in Figure 5.

Given the measurements presented so far, we used the
IEEE 802.11g standard and fixed the operating rate to 54
Mbps; node transmit power was configured to 0 dBm. Ar-
tificial noise was injected for most experiments, with equal
levels for each of the four antennas; however, noise injection
was turned off in some of the tests so as to have a baseline
for comparison.

Each of the selected ORBIT nodes executed the OLSR
protocol implementation olsrd-0.5.5 [7]. The routing metric
used was ETX [4]. One of the nodes used the plugin named
“txtinfo”to make it possible to extract in real time the topol-
ogy of the nodes while the experiment was running. Each
experiment lasted for 3 minutes; the topology data presented
in this paper was obtained at 2 minutes after the start of the
experiment, which we determined as being sufficient for the
OLSR topology to settle.

A similar experiment was performed on QOMB by creat-
ing a scenario with nodes placed in a virtual space at the
same locations at which they were on ORBIT. The oper-
ating rate and transmit power were configured to the same
values as above. We assumed free-space propagation in the
emulation setup. The noise floor was set uniformly for the
virtual environment; this is different from the non-uniform
noise levels that are created on ORBIT, which cannot be cur-
rently reproduced on QOMB. The same OLSR implementa-
tion was executed on the participating StarBED hosts, and
topology information was extracted using the same plugin.

In QualNet too, node position was reproduced, and similar
settings with QOMB were used. The unavailable noise floor
setting was reproduced through lower transmit power lev-
els. Throughput-based calibration with respect to QOMB
was needed at this point because of minor differences in how
adapter settings are implemented in QOMB and QualNet.
As stated before, the OLSR version used for QualNet exper-
iments was OLSRv2-Niigata.

For illustration purposes we show in Figure 5 a compar-
ison between the OLSR topologies created on ORBIT and
QOMB in one of our experiments. The results are obtained
for −60 dBm non-uniform noise injection on ORBIT, and
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Figure 5: OLSR topology for 50 node experiment:

ORBIT versus QOMB.
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Figure 6: OLSR topology for 50 node experiment:

QualNet versus QOMB.

−80 dBm uniform noise level setting for QOMB. It is ob-
vious that the topologies obtained on ORBIT and QOMB
differ somewhat, mainly in the central regions of the grid,
where noise level differences between the two environments
are more significant (see the discussion in Section 2.1).

Figure 6 compares the results obtained on QOMB in the
conditions presented above (−80 dBm uniform noise level
setting), and those of the equivalent experiment done through
simulation on QualNet. One can determine even visually
that the match is remarkable, as only one different link ap-
pears in lower right corner of the figure.

A quantitative evaluation of several of our experimental
results is shown in Table 2. For each experiment we show
the number of links in each environment, and in parenthe-
ses the percentage of common links to all environments. The
ORBIT noise level settings were −60 dBm, −70 dBm, and
“no noise”, for experiments A, B, and C, respectively. The
noise level settings for QOMB and QualNet were −80 dBm
for experiment A, and −83 dBm for experiments B and C.

Table 2: OLSR topology statistics: link count for

each environment, and percent of links that are com-

mon to all environments
Exp. ORBIT QOMB QualNet
A 169 (52%) 152 (58%) 153 (58%)
B 234 (60%) 247 (56%) 239 (55%)
C 318 (53%) 247 (68%) 239 (67%)

The results show that the match between the three environ-
ments (i.e., the percent of common links) lies between 50%
and 70%, hence the results can be said to be broadly similar.

The comparison of our experimental results (including re-
sults not presented here) indicate that it is possible to re-
produce to a certain extent the ORBIT settings and results
on other experiment platforms, such as emulators and sim-
ulators. However, the related modeling has to be done suffi-
ciently accurately if one wishes to obtain similar results. In
our case, the most difficult aspect was related to the noise in-
jection system. On the other hand, the results we obtained
through emulation and simulation match well, mainly be-
cause these two platforms use similar assumptions regarding
noise, despite the other differences between them.

5.4 Discussion
This section illustrated how ORBIT can be practically

used for a relatively large-scale experiment. The challenges
that we have encountered in this context are:

1. Difficulty in activating wireless nodes at desired loca-
tions;

2. Issues with understanding experiment conditions and
the relationship with an equivalent real setup when
using the noise injection system.

The problem we had when trying to activate 50 ORBIT
nodes at preselected locations was that about 20% of the ini-
tially selected nodes were unavailable for experiments (i.e.,
could not be initialized correctly). This meant that the un-
available nodes had to be reallocated in an iterative fash-
ion, since each time we encountered a number of unavail-
able nodes. This made the node selection process rather
tedious, and made us wish that ORBIT nodes had a higher
availability.

As for the noise injection system, we believe that users
need to spend some time modeling it so as to be able to
understand what would be the real-world setup that corre-
sponds to a certain level of the injected noise. We believe
this to be mandatory should one wish to generalize the re-
sults obtained on ORBIT, and to draw conclusions that have
a wider scope than ORBIT itself.

6. CONCLUSIONS
In this paper we have discussed several challenges of using

wireless network testbeds, and presented a number of lessons
learned through the use of the ORBIT testbed, that we
summarize below as advices for all wireless network testbed
users:

1. Evaluate the measurement tools you intend to use, and
be aware of the potential overhead of the measurement
framework (we discussed possible pitfalls in Section 3);
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2. Assess the properties of the testbed you plan to use, as
well as the conditions before and during experiments
(we showed consequences of not doing so in Section 4);

3. Try to understand the experimental results, and their
correspondence to equivalent field trials, possibly through
complementary techniques, such as analytical model-
ing, simulation, and emulation (see our OLSR study
in Section 5).

We conclude that ORBIT is a versatile wireless network
testbed, especially in the context of testing algorithm and
protocol implementations on real hardware and at large scale.
Improvements are however desired in terms of the perfor-
mance of the measurement framework, the assessment of
experimental conditions, and the availability of the wireless
nodes.

Our experience with ORBIT also leads us to formulate a
more general caveat regarding wireless testbed usage, namely
that the results obtained on such a testbed may be too par-
ticular for being of general significance, since influenced by
a series of local conditions. Hence, we believe that testbeds
are not necessarily a preferred alternative to simulation, but
rather a complementary platform for network experiments.
Thus, we suggest that testbed experiments should ideally be
supplemented by simulation and/or emulation experiments,
which – if conducted correctly and by using the appropriate
tools – may very well provide the missing degree of abstrac-
tion required to make general predictions about a system’s
performance. This idea is supported by the general match
that we have observed between the results obtained on the
three experiment platforms that we have used.

As future work, we envisage creating a more accurate rep-
resentation of ORBIT on the wireless network emulation
testbed QOMB, which opens the path to using it as an al-
ternative “virtual” ORBIT that would provide a better con-
trol of the experimental conditions, and an easier to define
correspondence to target field trials.
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