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Abstract—In disaster areas, office buildings, or at home, example, the communication in real environments is aftecte
multiple autonomous networked mobile robots may act insted by electro-magnetic waves and so on. Researchers cannot
of human beings. These robots have to move to their destinat always obtain good results on real systems, even if they have

so as to perform their function. For this purpose they need tde btained d Its f . t imulat
able to recognize the changes in the surrounding environmen once obtained good results from experiments on simufators.

They are equipped with a motion-planning method in order to WWe need solutions for covering this difference.
avoid in real time collisions with other robots or obstacles In In this paper, we propose a new motion planning algorithm

this paper we propose a motion planning method based on PRM of gutonomous mobile networked robots. And in order to

(Probabilistic Roadmap) algorithm. To evaluate our method we _ : . e .
constructed an experiment platform based on StarBED, whichs perform large-scale experiments in realistic conditiong,

a large-scale network testbed. By using the virtual enviroment create an emulation platform.
manager Map Manager, the WLAN emulator QOMET, and

the experiment-support software RUNE we are able to perform Il. RELATED WORK
emulation of large-scale autonomous networked mobile roko ) )

systems. The experimental results confirm the usefulness ofA. Motion Planning

collaborative motion planning, which results in reaching faster . : : : .
the destination and in less frequent re-planning. In the situation when multiple robots act in same environ

Index Terms—autonomous mobile networked robot, motion MenNt, they need navigation in order to move to their destinat

planning, real time, emulation, large-scale simulation on purpose of accomplishing their tasks and avoid possible
collisions with other robots or obstacles. Multiple robaition
|. INTRODUCTION planning are usually classified asntralizedor decentralized

In disaster areas or office buildings, autonomous robots maagthods.Centralizedplanners construct plans by one robot
act instead of human beings. Rescue robots are able to acceng this robot distributes the plan. trecentralizedmethod,
plish many tasks in dangerous places where humans car@@th robot plans independently.
enter, such as sites where harmful gases or high temperatur®ne traditional solution is sampling-based motion plan-
are present, a hard environment for humans. Cleaning roboisg [1]. In this approach, samples are organized into agul
can work automatically and save costs by performing variogsids or hierarchical ones. These grids express the latatio
routine tasks. Home assistant robots are expected to supple free space. The planner remembers the locations which
daily activities at home. In all these examples robots have obots already visited. But the size of these grids increase
move to their destination in order to perform their functiorexponentially according the number of degrees of freedom of
For this purpose they need to be able to recognize the chantjesrobot.
of environment using various sensors and cameras, and b@ probabilistic roadmap (PRM) planner has become popular
equipped with a motion planning method in order to avoithethod for planning because of the speed of calculation.
collision with obstacles. Many of PRM planner of multiple robot ardecentralized

The experiments for evaluating such motion planning algé- PRM planner randomly samples the possible destination of
rithms are difficult, since the cost of these real autonomousbots and registers the collision free samples as mileston
robots is high. This is particularly true if researchers tvaiThe planner tries to connect pairs of these milestones and
to experiment with more than a few robots, and need to testves these collision free connections as the trajectofies
systems with tens or even hundreds of robots. Consequemtpots. Probabilistic roadmap means that in this graph, the
many researchers try to make experiments or evaluate thexiges are the trajectories of robots, the vertices are the
algorithms or methods on software simulators. But the tesumilestones, and the undirected graph jointing the trajezdas
from these simulators are not very accurate. The differenitee probabilistic roadmap. The planner finds the optimakh pat
between real systems and simulators can be big. In réam the graph; for example it may set some weights on these
environments, many kinds of noise affect conditions. Fadge and use Dijkstra’s algorithm.



PRM planners are not complete in the traditional sense. Buethod can not only get reliable experiment results but also
they areprobabilistically completainder certain assumptions.doesn’t take much cost. If researchers can emulate robdts an
It means that the probability of failure decreases expadaknt other environments on computers, the cost is only computers
to zero with the number of iterations [2]. And this approach covers the gap between real implementatio

Now we mention two types of PRM. One is single-querand software simulation.
planners. It computes a new roadmap from scratch for each
new query [2]. Second one is multi-query. It precomputes the
roadmap and re-use the roadmap for answering queries 8]. Proposed Approach

It has been proved that, under reasonable aSSUmptionS abOEﬂhe performance of motion-p|anning a|g0rithm can be char-
the geometry of the degree of freedom of robots, a relativedyterized by the following properties: speed, completenes
small number of milestones picked uniformly at random argnhd optimality. In dynamic and unknown environment, robots
sufficient to capture the connectivity of the degree of feed must plan and re-plan their motion many times, because the
of robots with high probability. environment dynamically changes in time. Therefore in the
In addition to PRM method, robots need a technique tse when robots need to continuously plan on-the-fly their

avoid collisions with other robots.Velocity turning [11] trajectory, the algorithm speed is one of the most important
method computes the relative velocities of the robots tadavaproperties.

inter-robot collision. Another way to solve this problem is
"Prioritized Planning [12]. In this method, robots avoid B- Proposed Algorithm
possible collisions depending on their priority. In proposed system, robots are equipped with one of PRM
method that base on "Path Planning in Expansive Configura-
tion Spaces” [2]. The basic idea of their algorithm makes two
When researchers are implementing or evaluating somethtages fromsource anddestination of robots. The vertices are
related to autonomous robots, for example path planniagsumed as the candidates which robots go through and the
algorithms or dynamic network construction and so on, orgiges are assumed as the trajectories which robots move. If
of the choices is simulation, by using a product such asese two trees can joint, it can be the trajectory framrce
Webots [9], co-developed by the Swiss Federal Institute &f destination.
Technology in Lausanne, Switzerland. EyeSim [5] is a mul- This algorithm iteratively executes two basic steps;
tiple mobile robot simulator that allows experimenting twit pansionand connectionuntil either a path is found or the
the same unchanged EyeBot programs that run on the rgglximum number of iterations is counteflzpansion is the
robots. Software simulator models robot components, nétwanethod which builds and grows two tre€Sonnection just
connections, motion and time scheduling, and surroundiggecks whether two trees can be joined or not.
environment. If researchers select to use such simulatarg, In the case study of this paper, robots are considered to
have to implement simulator-specific modules by themselves placed in environment that are unknown or change in
Surely these software simulators can test various kinds &)fdynamic manner. The motion-planning method described
environment that are hard to implement in a real system. Baftove is not suited for such a case. For example, their ptanne
the results from these software simulators may differ witkan not predict whether there are any collisions or not in
respect to those that would be observed in a real system. The tree built from destinatior ;. .;ination. It Means that the
difference between the results from software simulator aptanner has no way to know the time when the robot will reach
results of a real system may be large. the milestones in the tre€ . ination. Hence the planner
The second choice is to experiment in real environmentsannot expand the tre&../inarion, IN these cases.
RoboCup [6] involves teams of five small robots, each up to 18n order to adapt the planner to these conditions of unknown
cm in diameter and 15 cm in height. The robot teams are eghd dynamic environment, the notion of the time is important
tered into a competition to play soccer against opponentseain these cases. Because even if the planner found some path to
fielded by other research groups. Hsu [7] made experimentsdgstination, the path might be inefficient because of exaess
his research team testbed. This robots move frictionlessly calculating time. In dynamic environment, robots have &mpl
an air bearing on a 3 m x 4 m table. ARL (Stanford Aerospaggeir path in real time, it is important that the time keeps on
Robotics Laboratory) [10] makes various experiments of reaunning during planning new path. And | adapted the motion-
robots. These real environment systems take much costdbr fglanning method discussed in the following sections.
robots and sensing. If researchers want to test large nuofiber o
robots, it is hard to make ready all robot hardware includirfg: Definitions
processing power and connection to wireless network. At first the parameters of this motion-planning method
The third alternative is emulation. The difference betweeshould be definedl’ is the tree which is constructed by (set
simulation and emulation is like the difference between modf vertex) andE (set of edge). The parametgis the element
eling and emulation. A simulation is modeling a system owif degrees which robots can move frégis the configuration
of approximations or inferences. An emulation is emulating space, means all the set of this A configurationq is free
imitating a different environment of hardware or softwarbis if the robot placed at does not collide with obstacles. The

IIl. M OTION PLANNING

B. Robot Experiment



set of all free configurations are defined tfree space F | parzmeter | — C‘i‘f]fg;zgnweight ahoe |
Configuration time spacés one of configuration space but K sampled number of milestones

Y

minimum distance putting mileston¢
maximum distance putting mileston

TABLE |
PARAMETER DEFINITIONS OFExpansion

including the time parameter. Figure 1 describes this. This
configuration space covers the other moving robots as moving
obstacles, and the robots avoid to pick this configuration.

dmin

[}

dmaz

D. Expansion

As mentioned above, in unknown and dynamic environme
introduced path-planning [2] does not work well. Then m
algorithm uses following method :

« Grows only source tree

This means that the planner grows only one tfeg (...)

, since the planner cannot check the collisions
Tdestination .

Adapt time parameter

The milestones have thame parameter when the robots
reach to the milestone. If milestones do not include tt
value, the planner cannot predict the collision with oth
autonomous mobile networked robots or obstacles. T
is fulfiled by Configuration time spacexplained the
previous part.

Expansion
Range

Candidates

Configuration
time space

mmom _

m) -

Another Robot

Obstacle

Fig. 1.

Expansion phase

Algorithm 1 Expansion

Pick a noder from V' with probability 1/w(z)
SampleK points fromN (x, time)
for each configuratioy € K do
calculatew(y) and registery with probability 1/w(y)
if link(z,y) return YESthen
puty in V and place an edge betweerandy
end if
end for

link(x, qdestination returns YES for some;, then a path is
found betweeny,,u,ce aNdqaestination throughz.

Basically the robots cannot know the entire map at once, but
the robot use PRM planning for avoiding collisions in some
complicated area. Then the idea is going straight trajgctor
after passing through this complicated area.

In step 1, a node is selected from/ with the probability F. Prioritized Planning

1/w(z) . w(z) describes weight of node , it is the number
of node around node within d,, . Now count(S) is assumed
as a function which count the number of elements of$et
dist(x,y) returns a distance betweenandy .

w(z) = count({v € Vl|dist(v,z) < dy})

In step 2, number o nodes are sampled witN (x, time) .
N (z,time) is the set of milestone following:

N(z,time) = {q € C(time)|dmin < dist(q,x) < Dpaa}

From step 3 to step 6, if the path between the sampl
milestone andz is collision free, the milestone is saved a

new vertex inV” . The functionlink(z,y) checks whether the
path fromz to y is collision free or not.

E. Connection

As expressed irExpansionmethod, the planner tries to

connect only newly added milestones last step.

In step 1, the newly added are the milestones which
the planner added lasExpansion step. In step 2, if

In addition to these two methods, the system needs to
correspond to large-scale multiple robots. Every robottbas
communicate and avoid possible collisions with each other
if robots detect the collision in their current trajectofjhen
these robots avoid the collision according to the priority i
there are two robotsh andB, let's assume the priority of
is higher than the priority 0B. Now their trajectories make
collision if they keep moving on their trajectories. Themobd
A keeps its trajectory, and rob& needs to find a trajectory
which avoids possible collision.

This prioritized planning means that the lower priority obb
ed ) . X
regards the higher priority robot as a moving obstacle. Then

?he configuration space of this lower priority robot is liedt

This limited configuration space i€bnfiguration time space

Algorithm 2 Connection
for every newly added: € Vi,yrce dO
if link(x, Qdestination) return YESthen
register the path as new path
end if
end for




Expand we propose a new experiment platform to emulate a large-
""""" Connect number of autonomous mobile networked robots.

|:| A. Overall Architecture

Obstacle The robots in the proposed system cooperate in order to
oSt reach a destination while avoiding collisions and accostpli
® CONNECT some given tasks. To test such robot algorithm, a suitalile ne
/ work testbed is needed. For this purpose we use StarBED [8].
|:| StarBED is large-scale network testbed which has a large
number of PCs (more than 800). These all experiment PCs
are equipped with multiple network interfaces (100 Mbps or
155 Mbps or 1 Gbps type). These PCs can easily construct
large-scale networks by changing switches configuratidh. A
of robots are emulated on StarBED PCs and communicate
through Ethernet.
Fig. 2. Connection phase To fulfill executing emulated robots on StarBED, following
systems are needed :

« Sensor function emulation
For the system assumes real PCs to be autonomous
mobile networked robots, some modeling or emulation
are needed to handle the messages from various sensors
on robots.
G. Algorithm » Network emulation
All of the network on StarBED are wired network.
But mobile robots communicate using wireless network.
Therefore these robots need to emulate wireless commu-
nication.

and all of robots have to consider their trajectory on atbent
of this limitation. This means that the lower the priority
of robot is, the more the configuration space of the robot
decreases.

By using aboveExpansionand Connectionalgorithm and
Prioritized Planning | adapt PRM planner to multiple robot
in real time in unknown and dynamic environments as follows

B. Sensor Function Emulation : Map Manager
For emulating robots on StarBED PCs, the system needs

Algorithm 3 Proposed Algorithm some modeling or emulation to represent the behaviors of
while time,urrons < timeging do the hardware of robots, for example motor_s, cameras, some
Expansion sensors and so on. In unknown and dynamic environment the
Connection system needs to know dynamic changes of environment and
end while some structure which synchronize the events which happens
if no successful path fourttien on every robqt§ at the same time. In this_ system_, Map
return  timewa: time waiting path at current position Manager ad.mlnlstrates_ all of the hardware information by
else sensor function emulation.
return shortest path from all of paths Each robot is able to know the events of their hardware
end if from the emulated sensing function information, for exanpl

positions from 'GPS, images from Visual sensdr, detection
) ) ) ) of WLAN radio signal, some alarm messages fro®hdck

At first previous methodExpansionand Connectionare gensot and so on. These hardware information comes from
executed tilltimeimir. Next, from step 5, shortest path iSMap Manager, it means that Map Manager handles the sen-
selected from all found paths. But if the planner could nQfy function and converts the events from device driver to
find any successful paths, a waiting path is returned. It meathmprehensible information by the robot application. Fégu

that robots waitimne,qi; at current position. _ 3 describes the architecture of Map Manager.
By this limitation of time, when they are planning, robots

can keep on moving. That's why the robots plan their future

trajectory, that is the robots start to plan from a sourcétions _

in the near future. This time limitation is the time when thef- Network Emulation

reach the future position. The mobile networked robots communicate on wireless

network, therefore the system has to emulate this network

system. Figure 4 shows the overall network topology of this
Emulation is one of the effective and appropriate methods$gstem. There exists two networks which are connected by

experiment with the algorithm we described. In this segtioWLAN, and there are two types of traffic on each different

IV. EXPERIMENT PLATFORM



Map Manager

It provides additional functionality which supports largeale

| * H/W information emulation system. This will be detailed in Section VI.
= V. WLAN EMULATION: QOMET
’/r\\\ . . . . .
WLAN radio : RN The WLAN communication emulation engine QOMET is
GPS Info SHock A T deployed in the emulated robots to allow recreating network
e ock Alarm Visual Image conditions similar to those occurring in a real WLAN envi-
‘ ‘ ‘ ronment by scenarios.
------ The scenario-driven architecture for WLAN emulation has
i = — two stages. In the first stage, from a real-world scenario
Robot 1 Robot 2 Robot N representation QOMET create a network quality degradation

(AQ) description which corresponds to the real-world events
(see Figure 5).

Fig. 3. Map Manager architecture

Physical - network Emulator
layer effects specific

networks. On Management Netwotk the sensing function _
information which are shown in the previous section are se Scenario,
(visual information, WLAN radio signal detection and so on) representation
This network is Ethernet network , and these sensing functi
information is immediately received by emulated robot PC
and Map Manager. Experiment Networkis the network

which is assumed as WLAN network at disaster areas or offi

buildi h Th b . d _ By quality degradation we mean the change in network
uildings or home. The robots communicate and Cooperieyice quality between two measuring points; we denote thi

by sending the motion-planning messages thrdegheriment degradation by the shorthanslQ. Since theAQ description
Network

AQ Emulator
description configuration

Fig. 5. Two-stage WLAN emulation

represents the varying effects of the network on applicatio
traffic, the WLAN emulator’'s function is to reproduce it.
The AQ description calculated in the first stage is therefore
converted into an emulator configuration that is used during
the effective emulation process to replicate the user-ééfin

R scenario in a wired network. This makes it possible to study

Emulated app,ization VLN the effects of the scenario on the real application under tes
messagesI This WLAN emulation model is an aggregation of several
p— — Map models used at the various steps of the conversion of the

pipe pipe Manager scenario representation to the netwak) description which

- . - - is needed to recreate those scenario conditions. Modeds exi
Robot1{ Robot 2 Robot N for each level of the conversion: real world scenario to dals
' | layer, physical layer to data link layer, and, finally, date|

H/W messages H/W messages layer to n.et_vvork Iayer [13]. Modeling stqps at network Iaygr

because it is at this level that QOMET introduce the quality

B S T L

Management network
VLAN

degradation using a wired network emulator.

In order to adapt these WLAN configuration value to
Ethernet cable networkjummynef14] is used.Dummynet
applies varying conditions of network through IP queues at
constant time intervals. Emulated robots manages theseeque
for every robots other than itself. And these queues limst th

When robots receive WLAN radio signal detection incommunication according to WLAN configuration values.
formation, WLAN communicatio_n module is activated. To VI. EXPERIMENT INTEGRATION: RUNE
reproduce the WLAN communication, the system applies o
some emulated WLAN configuration values (for example, tHe General description
bandwidth or the delay or the jitter and so on) to Ethernelecab In order to fulfill requirements of ubiquitous networked sys
network. This emulation can be realized by WLAN emulataem on the StarBED2 testbed, the experiment-support saftwa
QOMET [13]. This will be detailed in Section V. Rune is being currently developed. Rune provides an API

In order to implement such complex experiment system, tset which controls experiment environments. The fundaatent
system includes an experiment-support software, calleNIRU goal of Rune is to implement a test environment in which
(Real-time Ubiquitous Network Emulation environment) .15 a number of "spaces” that emulate each experiment target

Fig. 4. General system overview



can work on either single or multiple nodes. Rune providdy notifying all nodes. Subsequently, spaces release thike wo

a reasonably abstracted interface for easily implementiagea allocated in the initialization process.

emulation targets as spaces without much concern about the

interaction between emulation nodes. Rune has the follpwin VII. EXPERIMENT

roles: (i) experiment environment setup/cleanup and @$8)r A. Robot Definition

management; (ii) procedure invocation; (iii) interactibe-

tween spaces; (iv) time synchronization; (v) mutual exols
Figure 5 shows the structure of an experiment implement

using Rune. The "Rune Master” module manages the confi

uration of each experiment, and controls the progress of t

experiment. The execution of all spaces deployed on meltlp{

nodes is initiated by Rune master via modules called ”Run

Manager”. The Rune manager is deployed on every emulat|on

As explained in a previous section, autonomous mobile
networked robots act in disaster or dangerous areas likeees

ots, and in office buildings or home like cleaning or
Ssisting robots. These robots are equipped with motors to
fove around and accomplish their tasks. Table Il describes
e parameter definitions of the hardware and the applicatio
autonomous robots of this system.

node and mediates communication between them through ob- | Jefintion | parameter |
jects called "conduits”. Spaces implementing emulatiogets Shape of robots Gircle
exist on emulation nodes in the form of shared objects, Idade radius of robots 1.0(m)
dynamically by the Rune manager. velocity of robots 0.5(m/sec)
visual sensor range 10.0(m)
WLAN sensor range | depending on environmeni
@ degree robots can movg omnidirectional
time step of execution 250(msec)
priority of robots same as robot number
( Rune } TABLE I
Manager” PARAMETER DEFINITIONS OF ROBOT
)'f DY Rune
, \ ‘ Manager
I P AN (:R
E ‘Iv ‘\l , v' \‘ \‘ Ma#;‘ger . L
\\ E :' “. \‘ PN B. Scenario Definition
1] A
y 1 1 v o1 I v o H H H
! | Eoac! ISpacd |\ _We already accomplished real-time large-scale experisnent
v \ ! g 5ot with emulated autonomous robots (more than 100 robots and
[Spacd [Spacd ! \ Bpacd !
] \ Beacd 80 obstacles) [16]. Each robot has a task to move from a source
4 y 1 . . . . .
Node ! toa des_t|nat|on inan enwronment where lots of obstacle.ss:ex
Node ’ In this paper, we improve Map Manager to collision-
avoidance with support moving obstacles. This functidpali
Node is important because human or other types of machine can-
not communicate with autonomous robots, then autonomous
robots should avoid possible collisions with such obstacle
Fig. 6. Structure of experiments using RUNE To confirm usefulness of robot communication, we test two
types of experiments using above functionality, in scergari
B. Emulation process as follows:

The emulation process performed by Rune takes placee Non-Collaborative Scenario
as follows. First of all Rune master is compiled with the ~ NO robot is equipped with any WLAN cards, it means
experiment definition file, which includes the information  that robots cannot communicate with each other. Then
regarding spaces and conduits. When run, Rune master sends robots recognize other robots as moving obstacles. Tasks
the instruction "attach process” to the Rune manager egdcut 0 move from a source to a destination are allocated to
on each node. A space then returns its entry point informatio ~ @ll robots.
to the Rune manager, which includes pointers to the availabl = Collaborative Scenario

functions. All robots are equipped with WLAN card and can com-
When Rune manager notifies Rune master of completion of Municate each other. Robots exchange planned trajecto-
the "attach” process, the latter indicates the initializegess ries in real time and modify their trajectory depending on

of all spaces to Rune managers on each node. After the the priority.

initialization of all spaces is finished, Rune master inssuhe Figure 7 describes the sources and the destinations of every
managers to start the iterated invocation of the "step” fiom¢ robot. (0,0) means a relative coordinate. S# 7 ,D# 6 mean the
which represents the main body of a space. Accordinghlource of the robot 7, the destination of the robot 6. Theusadi
spaces start to execute the emulation step by step, andninfaf the obstacles is alsb0(m). These initial settings are very
the corresponding Rune master of execution status. At tle emomplicated to force robots to replan many times and check
of the experiment, Rune master starts the finalization m®cenotion planning.



Src & Dst
of robots

’ Obstacle

S#1, D#5 S#2, D#10

S#3, D#9

S#4, D#2

(0,15)

Fig. 7. The sources and the destinations of every robot
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Fig. 10. Comparison of average frequency of motion re-prann

VIII. DISCUSSION

The problems of experiments with software simulator and
real hardware are mainly scale, accuracy, and cost. If the

experiment takes much cost, researchers cannot expared scal

Fig. 8. Robot Motion Visualizer : ten robots and eight oblesic

If accuracy is not sufficient, results are meaningless when

applied to real situations. Following are the solutions of o

C. Experiment Results

destination, and the frequency of robot re-planning. Feg8ir

describes the visualizer which show the trajectories obteb

of ten robots scenario in real time at a certain moment.
First comparison is about the time to reach their destinatio

Figure 9 describes the comparison of Non-Collaborative Sce
nario and Collaborative Scenario. We did experiments iteac «
case. All robots except 8 of Non-Collaborative Scenarie tak

longer time to reach their destination, because the unésgec

moving obstacles made robots change trajectories mang.time
For robot 8 only circumstances lead to a shorter time to reach

destination. From our visualizer or log file, this situaticen
be confirmed.

Figure 10 clearly shows the difference. All robots except fo

4 re-planned more frequently than in Collaborative Scenari
This emphasises the advantages of Collaborative motiaon pla
ning for multiple robot scenarios.

experiment platform to above three problems.

» Scale
In the experimental results with every scenario we measure

the time the robots take to move from their source to their

In this experiment, the most essential point is to accom-
plish the execution of a large number of emulated au-
tonomous mobile networked robots experiments. In such
experiments with even 100 robots, they communicated
and cooperated with each other and avoided collisions.
And they all reached their destinations. This scale is much
larger than previous researches.

Accuracy

The conditions of this experiment are emulated as if
coming from a real environment. The sensing function
information is handled by Map Manager. Map Manager
and robots share these conditions, they are able to re-
ceive the hardware messages in real time. From network
emulation point of view, robots communicate using real
packets. These communication conditions are driven by
WLAN emulation, and the limitations depend on emu-
lated parameters. The robots cannot transmit packets if
they are not in connection range. This system is also
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This research focuses on two main themes. First is tf18] R. Beuran, L.T. Nguyen, K.T. Latt, J. Nakata, Y. Shino@MET: A
motion-planning algorithms of a large number of autonomous Versatlle_ WLAN Emu_IatonEEE Inte_rna_tlonal Conference on Advanced
. . . . Information Networking and Applications (AINA-07), Niaga Falls,
mobile networked robots. Second one is a real-time expetime  5ntario. Canada May 21-23, 2007

platform for a large number of robots in unknown and dynamijt4] Rizzo, L Dummynet  FreeBSD  network  emulator.
environment. http://info.iet.unipi.it/ Il_Jigi/ip_dummynet. _ ‘

. . . &15] J. Nakata, T. Miyachi, R. Beuran, K. Chinen, S. Uda, K.sMia Y. Tan,
We proposed an algorithm for motion planning based 0Ny shinoda StarBED2: Large-scale, Realistic and Real-time Testbed fo

PRM planner. This algorithm can be used both in a collab- Ubiquitous NetworksTridentCom 2007, Orlando, Florida, U.S.A., May
orative manner, in which robots exchange trajectories & r_(i}?]zé:zgé ﬁ?f.f,' . Okada, J. Naketa, T. Miyachi, K. Chinen,Tén, ¥,
time as they move, or in a non-collaborative manner, in WhiCh “shinoda Network-enabled Sensing Robot Emulatiodemonstration,
other robots sinfully represent moving obstacles. 4th International Conference on Networked Sensing Sys@NSS07),
From the results of the experiments, we could confirm Braunschweig, Germany, June 6-8, 2007, pp. 308
usefulness of our algorithm in real time. The robots which co
laborate with each other can effectively select their tiajey
by priority as needed, and the importance of the task which
robots have affects their selection. The cooperation comes
from communication between robots, therefore robots need
common or generic communication method and protocol.
In non-collaborative execution robots can still reach rthei
destination without having collisions, but it takes a lartime
and more replannings.
The experiment on our system designed platform enabled
to accomplish real time experiment with more than a hundred
robots. On our way to test the system, some new aspects about
the algorithm could be found. This came from our motion
visualizer which can show the results in real time.
The comparison of "Non-Collaborative Scenario” and "Col-
laborative Scenario” shows positive effects of collaboratA
higher collaboration is needed to accomplish effectivekspr
we will implement multi-hop MANET protocol on our system.
MANET supply more connectivity and cooperation to system
compared to the point to point communication used in the
current experiments.
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